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Summary 

In repeated cross-sections of organizations, different individuals are sampled from the same 

set of organizations at each time point of measurement. As a result, common longitudinal data 

analysis methods (e.g., latent growth curve models) cannot be applied in the usual way. In this 

contribution, a multilevel structural equation modeling (MSEM) approach to analyze data 

from repeated cross-sections is presented. Results from a simulation study are reported which 

aimed at obtaining guidelines on appropriate sample sizes. We focused on a situation where 

linear growth occurs at the organizational level, and organizational growth is predicted by a 

single organizational level variable. The power to identify an effect of this organizational 

level variable was moderately to strongly positively related to number of measurement 

occasions, number of groups, group size, intraclass correlation, effect size, and growth curve 

reliability. The Type I error rate was close to the nominal alpha level under all conditions. 

Keywords: Cluster randomization, multilevel modeling, repeated cross-section, 

statistical power, structural equation modeling, sample size
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Analyzing Organizational Growth in Repeated Cross-Sectional Designs  

Using Multilevel Structural Equation Modeling 

Longitudinal assessments of organizations are indispensable for research on 

organizational trends, stability and change of organizational constructs, and preconditions of 

successful organizational development. In school effectiveness research, for example, 

schools’ effects on students’ attainment were found to be relatively stable, and changes in 

school effectiveness to be related to, among others, changes in schools’ entry policies, student 

composition and quality of teaching practice (e.g., Creemers & Kyriakides, 2010; Thomas, 

Sammons, Mortimore, & Smees, 1997). Evidently, such findings can be highly relevant when 

planning measures of organizational change. 

Even though longitudinal studies of organizations can be done exclusively with 

variables measured directly at the organizational level (Level 2), many use variables 

originally measured at the individual level (Level 1). Samples of individuals (e.g., students in 

schools, patients in hospitals) are assessed at several time points, and their data is used to 

capture change of organizations. Such studies may be based on repeatedly measuring the 

same individuals at each time point. Alternatively, within the same sample of organizations, 

different individuals may participate at each time point. These studies, which we will refer to 

as “organizational longitudinal studies”, have been recognized as a special case of repeated 

cross-sectional studies, when data are collected repeatedly in a multi-stage sampling design. 

Feldman and McKinlay (1994), for example, distinguished „cross-sectional designs“ from 

„cohort designs“, the difference being that „samples are selected independently within each 

cluster at each time point“ (ibid., p. 62) rather than measured longitudinally.  

The resulting datasets have a structure with huge amounts of missing data (see Figure 

1 for an illustration). Data for each individual is observed at only one time point, meaning that 

empirical information on covariances across time points is completely missing at the 
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individual level. This rules out the application of standard techniques for longitudinal data 

analysis (e.g., latent growth curve models). Even “state-of-the-art” methods for dealing with 

missing data—in particular, full information maximum likelihood (FIML) estimation or 

missing data imputation methods—do not provide a remedy in this regard, since they can be 

applied only if partial information on the covariances between time points is available (e.g., 

Duncan, Duncan, & Li, 1998). Yet, appropriate methods to analyze data from organizational 

longitudinal studies have been developed in different research traditions. 

Econometric analyses typically evaluate the impact of individual- or organization-

level variables (e.g., the availability of computers at schools; Sprietsma, 2012) on repeatedly 

measured outcomes (e.g., test scores), applying the pseudo-panel technique introduced by 

Deaton (1985) and further developed by Verbeek and Nijman (1993), and others. Its basic 

idea is to group individuals into „pseudo-cohorts“ based on time-invariant observable 

characteristics, and to aggregate the data from each time point to the cohort level. Estimation 

is based on fixed effects by the inclusion of cohort dummies into the model. Since the 

observed cohort means are error-prone measures of the true cohort means, a correction is 

applied to the observed cohort covariance matrix. Although well-established, this approach is 

different, in particular, from methods common in the social sciences, where differences 

between organizations (e.g., schools) are usually captured by random effects. 

In health-related research, organizational longitudinal data typically arise in cluster-

randomized trials, where organizations (e.g., hospitals) are randomly assigned to treatment 

and control conditions. Pretest-posttest designs are arguably most common, although more 

complex designs are increasingly considered (see Hooper & Bourke, 2015, for an overview). 

To estimate the effect of the treatment(s), several analysis techniques have been proposed, 

based, among others, on generalized estimating equations (GEE) and meta-analysis methods 

(see Donner & Klar, 2000; Ukoumunne & Thompson, 2001). Another approach, multilevel 
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regression, has also been considered in the social sciences, the models being closely related to 

models developed in school effectiveness research (see below). 

In educational and psychological research, analyses of organizational longitudinal data 

have been rare to date, but the necessary datasets are increasingly available. An example 

using data from the Programme for International Student Assessment (PISA) will be 

presented below. In the more common analysis of individual longitudinal (cohort) data, two 

analysis approaches based on latent variables have come to widespread use, one of which is 

rooted in multilevel regression modeling (MRM) and another in structural equation modeling 

(SEM). Specific multilevel regression models to analyze organizational longitudinal data have 

been developed both in health-related research (Donner & Klar, 2000; Ukoumunne & 

Thompson, 2001) and school effectiveness research (Gray, Jesson, Goldstein, Hedger, & 

Rasbash, 1995; Willms & Raudenbush, 1989). In these models, the measurements at different 

time points (Level 1) are treated as nested in organizations (Level 2), or alternatively, the 

measurements (Level 1) are treated as nested in organizations at different time points (Level 

2) which are nested in organizations (Level 3). 

SEM offers a great variety of modeling techniques to analyze change (e.g., Little, 

2013; McArdle & Nesselroade, 2014). Multilevel structural equation modeling techniques 

(MSEM; e.g., Kaplan & Elliott, 1997; Mehta & Neale, 2005) also allow to study change 

simultaneously at the individual and organizational level. However, common structural 

equation models to study change require individual longitudinal data. In contrast to MRM, the 

application of SEM to data from organizational longitudinal studies has, to our knowledge, 

not been discussed yet. Given the flexible and powerful modeling options SEM offers, it 

seems desirable to develop and explore structural equation models that are suitable to describe 

and explain change based on data from organizational longitudinal studies. 
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The aim of this paper is threefold. First, we present a multilevel structural equation 

model suitable for analyzing data from organizational longitudinal studies. Second, we will 

illustrate the presented model by means of an empirical application, using data from the PISA 

study. Finally, we will report results from a Monte Carlo simulation study aimed at generating 

guidelines on appropriate sample sizes for applications of this approach. 

A Multilevel Structural Equation Model for Organizational Longitudinal Studies 

In presenting the structural equation model for organizational longitudinal studies, we 

draw on one widely popular SEM approach to analyze individual longitudinal data, latent 

growth curve modeling (LGM; Bollen & Curran, 2006; Meredith & Tisak, 1990; Preacher, 

Wichman, MacCallum, & Briggs, 2008). In LGM, growth factors are specified to capture 

variation in the initial status and change of persons. “Time” is entered into the model by 

specifying the time-point-specific measurements as indicator variables of the growth factors. 

It is common to fix the initial status factor loadings at 1, and to fix the change factor loadings 

at values representing the time passed since the initial measurement. Initial status and change 

can be predicted by specifying directed paths from the predictor variables to the growth 

factors. 

In the model to be discussed, a latent growth curve model will be used to capture 

organizations’ initial status and change. A standard linear growth model will be applied, since 

this type of model is well-known and has been frequently applied to non-hierarchical data 

(e.g., Shevlin & Millar, 2006; Simons-Morton, Chen, Abroms, & Haynie, 2004). It is 

arguably most often used in practice, though other and more complex growth models may be 

specified as well. Organizations’ initial status and change are assumed to be related to a single 

predictor variable which is directly measured at the organizational level. It can be thought of, 

for example, as coding different treatments implemented at the level of organizations.  
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In the following, we consider measurements of the same outcome variable Y at three 

time points, under the condition that Y1 through Y3 were measured in different samples of 

individuals nested in the same sample of organizations. For ease of illustration only three 

measurements are considered, but the extension to more time points is straightforward.  

The resulting multilevel structural equation model is shown in Figure 2. While the 

growth model specified at the organizational level is of the common type described above, the 

individual level model is adapted to reflect the data structure in organizational longitudinal 

studies. For our example, we obtain the following Level 1 equations: 

 1 1 1ig g igY rα= +  (1) 

 2 2 2ig g igY rα= +  (2) 

 3 3 3ig g igY rα= +  (3) 

Each equation represents the time-point specific intercept of organizations g (α1, α2, 

α3) and the deviation of individuals i from the respective intercept (r1, r2, r3). Hence, no 

model is specified to explain growth at the individual level. In contrast, if MSEM is used to 

analyze individual longitudinal data, the variances and covariances are modeled at both the 

individual and organizational level. Obviously, this is not appropriate for organizational 

longitudinal studies, in which different individuals are sampled at each time point. At the 

individual level, the variance in Y can be estimated at each time point, but it is neither 

possible nor necessary to estimate covariances between time points: Since different 

individuals participate at each time point, no systematic relationships between their outcome 

have to be expected at the individual level. Relationships over time may be merely introduced 

at the organizational level, due to the individuals being members of organizations which are 

assessed repeatedly. Consequently, the Level 1 covariances between time points can be fixed 

to zero: 
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For the organizational growth model, we obtain the Level 2 equations: 

 1 0 1g g gα η ε= +  (5) 

 2 0 1 2g g g gα η η ε= + +  (6) 

 3 0 1 32g g g gα η η ε= + +  (7) 

α1g, α2g, and α3g are the (latent) intercepts or means of the Level 1 outcome variables 

Y1, Y2, and Y3 (cf. Kaplan & Elliott, 1997; Muthén & Asparouhov, 2011). η0g and η1g are 

latent variables capturing the organizations’ initial status and change, respectively. The 

residuals ε1 through ε3 represent intercept variance not accounted for by the growth model. 

They are assumed to be multivariate normally distributed with covariance matrix:  
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Regressing the organizations’ initial status and change on predictor variable Z leads to: 

 0 00 01 0g g gZη β β ζ= + +  (9) 

 1 10 11 1g g gZη β β ζ= + +  (10) 

The residuals ζ0g and ζ1g are assumed to be multivariate normally distributed with 

covariance matrix: 
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 (11) 

In the Appendix, we present the Mplus syntax for specifying the model shown in Figure 2. It 

can be easily adapted to different and more complex situations.  
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An Application to PISA Data 

The usefulness of the presented model to analyze data from organizational 

longitudinal studies will be illustrated using data from the Programme for International 

Student Assessment (PISA). PISA is a triennial international survey which evaluates 

education systems by testing the competencies of 15-year-olds. Schools are sampled 

randomly proportional to size from each participating education system, and students are 

sampled randomly from these schools. Student competencies in reading, mathematics, and 

science are assessed, and questionnaires are administered to students, parents, and school 

principals. The resulting datasets are commonly regarded as cross-sectional in nature, given 

that data for individual students is available from only one time point. However, each time a 

new set of schools is sampled for PISA, it may occur by chance that some schools are 

sampled for the second (or third, fourth, etc.) time. As a consequence, PISA may provide 

organizational longitudinal data with independent samples of 15-year-old students from the 

same set of schools. 

In Germany, 502 schools that first participated in PISA 2000, and then again in PISA 

2003 and/or PISA 2006 were identified, and a dataset was created to allow for longitudinal 

analyses at the school level. On average, each of these schools provided data from 26.8 

students per time point; 306 schools participated in PISA 2000 and 2003, 134 schools 

participated in PISA 2000 and 2006, and 62 schools participated in all three assessments. 

Our analysis proceeded in two steps. In the first step, the model illustrated in Figure 2, 

but without school-level predictor Z, was separately fit to students’ math and science scores 

(i.e., Plausible Values; e.g., OECD, 2009) from PISA 2000, 2003, and 2006. We did not use 

the reading scores, since preliminary analyses had clearly indicated that growth did not follow 

a linear function. According to model fit indices, an acceptable fit of the linear growth model 

was obtained both for the math test scores (Ç2 = 83.758, df = 8, CFI = 0.943, RMSEA = 0.020, 
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SRMR Level 1 = 0.000, SRMR Level 2 = 0.004) and the science test scores (Ç2 = 123.308, df 

= 8, CFI = 0.911, RMSEA = 0.025, SRMR Level 1 = 0.000, SRMR Level 2 = 0.006).  

In the second step, school-level variables were entered into the models to predict 

schools’ initial status (path β01; cf. Figure 2) and, of primary interest, change (path β11) in 

math and science achievement. We decided to use a set of variables from the German version 

of the school principal questionnaire administered in PISA 2000 which focused on four types 

of problems potentially encountered at school level: (1) lack of resources for teaching and 

learning (8-item scale, e.g., lack of teaching materials; Cronbach•s ± = .88); (2) lack of 

teaching personnel (item with a 4-point Likert scale); (3) lack of teacher engagement (4-item 

scale, e.g., resistance to change; Cronbach•s ± = .67); (4) lack of student discipline (6-item 

scale, e.g., disruptions in class; Cronbach•s ± = .83). We conceived these variables to be 

relatively stable at the school level over several years, and to be likely to exert a negative 

long-term effect on a school’s achievement development (e.g., Greenwald, Hedges, & Laine, 

1996; Ma & Willms, 2004). For math and science achievement, respectively, each variable 

was entered separately into a model as predictor of schools’ initial status and change 

(corresponding to predictor Z in Figure 2). School type (high, intermediate, low track, 

represented by two dummy variables), average socioeconomic status (HISEI; Ganzeboom, de 

Graaf, Treiman, & de Leeuw, 1992), and the proportion of students with migration 

background (i.e., at least one parent born abroad) were entered additionally as predictors at 

school level, serving as control variables. 

Results are presented in Table 1. Students’ discipline was related to schools’ initial 

achievement level in both domains. A lack of resources for teaching and learning was 

negatively associated with schools’ change in math achievement, and a lack of teacher 

personnel negatively predicted schools’ change in science achievement. Hence, we found that 
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these predictors contributed to explain schools’ growth in math and science achievement over 

a period of six years, based on organizational longitudinal data from the PISA study. 

Appropriate Sample Sizes: A Monte Carlo Simulation Study 

We conducted a Monte Carlo simulation to provide guidelines regarding appropriate 

sample sizes for organizational longitudinal studies. A number of simulation studies exists for 

multilevel regression models (see McNeish & Stapleton, 2014, for a review) as well as for 

latent growth curve models (e.g. Fan, 2003; Fan & Fan, 2005). However, simulation results 

are only generalizable to models and data structures similar to the simulated conditions, and 

to our knowledge there are no studies on the analysis of data from organizational longitudinal 

studies using growth curve models. Specifically, the simulation aimed at answering two 

research questions, both concerning the effect of organizational variable Z on organizational 

change η1 (path β11, cf. Figure 2): 1) Given Z’s true effect is zero, under which conditions is 

the proportion of Type I errors reasonably close to the nominal alpha level? 2) Given Z’s true 

effect is different from zero, under which conditions is there sufficient power to obtain 

statistical significance? We decided to focus on the linear growth model presented above, 

since models of this—or a closely related—type are argueably most often applied in a great 

diversity of settings. 

The simulation design factors included Level 1 sample size, Level 2 sample size, 

intraclass correlation, growth curve reliability, number of measurement occasions, and effect 

size. Level 1 sample size (number of individuals per organization), Level 2 sample size 

(number of organizations), and intraclass correlation (ICC)—the proportion of variance of an 

outcome variable Y located at Level 2—are typical design factors in simulation studies on 

multilevel regression (e.g., Lüdtke et al., 2008; Maas & Hox, 2005). Each of these factors was 

considered relevant, in particular to the power analysis. First, power for detecting an effect on 

organizational growth should depend on Level 2 sample size. Power for detecting differences 
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in growth in single-level LGM increases with sample size (Fan, 2003; Muthén & Curran, 

1997). The units in our growth model are groups instead of individuals, but still power should 

increase with sample size, that is, the number of organizations. Second, power should be 

influenced by Level 1 sample size and ICC. The indicator variables in our growth model are 

the time-point-specific group means, and the reliability of (observed) group means is captured 

by the ICC(2), which is determined by the number of individuals per organization (n) and the 

proportion of variance located at the organizational level (ICC [1]) (e.g., Bliese, 2000): 

 

ICC(1)ICC(2)
1 ( 1) ICC(1)

n
n

⋅=
+ − ⋅  (12) 

Power for detecting an effect on organizational growth might be compromised if 

reliability of the group means is too low. Even if both the number of observations and the ICC 

are clearly different from zero (say, n = 10, ICC = .10), group-mean reliability can be 

unsatisfactory judged by common psychometric standards. 

In single-level LGM, growth curve reliability—the proportion of variance explained in 

the indicator variables by the growth factors—is positively related to the power to detect 

individual differences in slopes (Hertzog, Oertzen, Ghisletta, & Lindenberger, 2008) and 

covariances between slopes (Hertzog, Lindenberger, Ghisletta, & Oertzen, 2006). This 

suggests that power in our model also increases with growth curve reliability, that is, with the 

proportion of variance in the group means explained by the organizational growth factors. 

Furthermore, the number of measurement occasions is positively related to the power to 

detect individual differences in slopes (Hertzog et al., 2008) and covariances between slopes 

(Hertzog et al., 2006). Even more important, it has a positive impact on LGM’s power to 

detect mean growth rate differences (Muthén & Curran, 1997), suggesting that power to 

detect differences in organizational growth also increases with the number of measurements. 

Finally, power for detecting an effect is obviously strongly related to effect size (see Muthén 
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& Curran, 1997, for an example using single-level LGM). Since effect sizes of a wide range 

occur in organizational research, we included effect size as another design factor. 

In contrast, we expected the design factors’ relationship to Type I error rate to be at 

most moderate, and Type I error rates to be overall acceptable. In a recent overview of 

simulation studies on multilevel regression, McNeish and Stapleton (2014) considered 30 

groups to be sufficient for obtaining accurate estimates of fixed effects standard errors for 

ICC values between .10 and .30 and group sizes between 5 and 30. Hox, Maas, and Brinkhuis 

(2010) investigated standard error bias in multilevel confirmatory factor analysis and found 

the coverage of the 95% confidence interval to be acceptable for Level 2 loadings (though not 

variances) when the sample size was small (50 groups, group size 5) and maximum likelihood 

estimation was used. Hence, obtaining an appropriate Type I error rate for the fixed effect of 

organizational variable Z should be possible under most or all studied conditions.1 

Method 

Design 

In this study, a 4 (number of groups; NG) × 3 (group size; GS) × 3 (intraclass 

correlation; ICC) × 3 (growth curve reliability; GR) × 2 (number of measurement occasions; 

NM) × 3 (effect size; ES) design was used. The number of groups (organizations) was 

specified as 30, 50, 100, and 150, consistent with previous simulation studies on multilevel 

modeling (LaHuis & Ferguson, 2009; Maas & Hox, 2005). In applied research, the number of 

groups varies widely but small to moderately sized group samples are very common (see 

LaHuis & Ferguson, 2009, for several examples). We confined our analysis to balanced 

designs, with group size specified as 5, 10, and 25. Thus, certain emphasis was placed on 

small groups (such as work groups and classrooms) since problems with insufficient power 

should be more pronounced with small group sizes. Intraclass correlation was specified as .10, 
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.20, and .30. ICCs reported in educational and organizational research are typically not larger 

than .30, and often substantially smaller (Bliese, 2000; Hedges & Hedberg, 2007). 2 

Two conditions for the number of measurement occasions were implemented, three 

and five repeated measurements. Three measurements is the minimum in LGM, and is 

arguably the most observed in practice. Considering previous simulation studies (e.g., Fan & 

Fan, 2005; Muthén & Curran, 1997), five measurements is an intermediate number that can 

be reasonably expected in diverse fields of applied research. Effect size in terms of Cohen’s d 

was specified as 0, 0.5, and 0.8, the latter two representing moderate and large effects, 

respectively, as suggested by Cohen (1988). We decided to not examine small effects since 

we primarily conceived predictor Z to be a treatment variable. Usually, implementing a 

treatment at the organizational level is costly and would be considered only if substantial 

effects were to be expected. Finally, growth curve reliability was specified as 0.5, 0.7, and 

0.9, comparable to previous simulation studies on latent growth modeling (Hertzog et al., 

2006, 2008).  

Data Generation 

Data was generated for the model depicted in Figure 2. For each combination of the 

design factors, 1,000 samples were simulated for the d = 0.5 and d = 0.8 conditions, and 3,000 

samples were simulated for the d = 0 condition using R 3.01 (R Core Team, 2013). We 

decided to analyze a larger number of replications for the d = 0 condition to obtain more 

precise estimates of the actual alpha levels, given that relatively small random deviations from 

the expected proportion of Type I errors might (erroneously) suggest that the estimated 

standard errors are biased. The mvtnorm package (Genz et al., 2014) was used to generate the 

required draws from multivariate normal distributions. 

In all models, the intercepts of the initial status factor, β00, and the change factor, β10, 

were specified as 0. That is, we assumed no change on average across groups if organizational 
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variable Z was zero (e.g., if no treatment was given). The total (unconditional) variance of the 

initial status factor was specified as 1 (SD = 1), and the total variance of the change factor was 

specified as 0.25 (SD = 0.5), leading to a 4:1 ratio of total intercept over change variance. 

Hertzog et al. (2006), drawing on longitudinal studies of adult cognitive development, found 

that “variance in change is small to moderate relative to variance in initial level” (Hertzog et 

al., 2006, p. 245) and arrived at total intercept over change variance ratios of 2:1 and 4:1, 

respectively. Since a relatively smaller change variance seems more realistic in many research 

settings, we decided for a slightly more conservative 4:1 ratio.  

The binary organizational variable Z was drawn from a Bernouilli distribution with 

probability 0.5. Z was conceived to have no effect on organizations’ initial status (i.e., β01 = 

0), which seems most realistic in a group-randomized trial where the relationship between 

treatment status and outcome is minimized due to randomization. Z’s effect on organizational 

growth was specified to arrive at 11 11/ 0β ψ = , 11 11/ 0.5β ψ = , and 11 11/ 0.8β ψ = , 

respectively, in line with Cohen’s effect size classification.3 The residual correlation between 

the growth factors was set to a small positive value (r = .1), such that organizations with a 

higher initial status tended to show somewhat larger growth.  

The loadings of the growth factors were specified as shown in Figure 2, which is the 

most common specification in LGM. The residual variance of α1, θ11, was specified to match 

the selected GR. Since the residual variances were assumed to be homogeneous, the residual 

variances of α2 and α3, θ22 and θ33, were set equal to θ11. In line with previous research 

(Hertzog et al., 2006, 2008), the selected GR condition thus referred to the first measurement 

occasion, and GR was allowed to vary as a function of time. 

Finally, the Level 1 variance of Y1, 2
11σ , was specified to match the selected ICC. The 

Level 1 variances of Y2
 and Y3, 2

22σ and 2
33σ , were set equal to 2

11σ . Although this allowed the 
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ICC to differ between time points, this homogeneity assumption seemed appropriate from a 

substantive perspective, since we focused on organizational change and did not assume any 

processes that might influence Level 1 variability. 

Analysis 

The simulated samples were analyzed one by one in Mplus 6.11 (Muthén & Muthén, 

1998-2010), using robust full information maximum likelihood estimation (“MLR” 

estimator). SPSS was used to compute summary statistics from the results. The analysis 

model in Mplus was correctly specified, that is, analogous to the data generating model. 

Specifically, the variances at Level 1 ( 2
11σ  through 2

33σ ) and the random intercept residual 

variances (θ11 through θ33) were fixed to be equal, respectively. The other parameters in the 

model were estimated freely. Type I error rate and statistical power regarding the effect of 

organizational variable Z were estimated using the Wald significance test of 11β̂ . They were 

approximated by the proportion of replications in which the null hypothesis was incorrectly 

(Type I error rate; β11 = 0) or correctly (Power; β11 > 0) rejected. 

Results 

Model Convergence 

Using standard specifications in Mplus regarding maximum number of iterations and 

convergence criteria, 74 (< 0.1%) of a total of 1,080,000 samples failed to converge. 143,163 

(13.3%) samples converged but Mplus issued a warning indicating inadmissible solutions 

(e.g., Heywood cases). We calculated the percentage of replications with either failed 

convergence or inadmissible solution for each of the 648 simulated conditions (i.e., each 

combination of the design factors). Then, we calculated the Pearson correlation between these 

percentages and each design factor across the simulated conditions. Higher percentages 

occurred when the number of measurement occasions was smaller (r = • .52), number of 
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groups was smaller (r = • .36), growth curve reliability was smaller (r = • .33), group size was 

smaller (r = • .31), and intraclass correlation was smaller (r = • .29), but they were not 

noticeably related to effect size (r = .03).  

Some conditions showed high percentages of failed convergence or inadmissible 

solutions, reaching a maximum of 63.3%. Similar problems are not uncommon in applications 

of MSEM, and have been previously found to be related to a small number of groups and a 

low ICC (Hox & Maas, 2001; Li & Beretvas, 2013). Nevertheless, the large majority of 

samples provided admissible solutions. The average percentage of replications with failed 

convergence or inadmissible solutions was 13.5% across the 648 conditions. In 56.8% of the 

conditions, less than 10% of the replications showed failed convergence or inadmissible 

solutions, while in 18.4% of the replications this percentage was 30% or higher. For the 

subsequent analyses, we discarded all samples which did not converge or produced 

inadmissible solutions, presupposing that in practice a data analyst should not proceed with 

interpreting the results of these models. 

Proportion of Type I Errors 

Next, we considered the proportion of Type I errors when the effect of predictor Z on 

organizational growth was zero. The minimum percentage of significant results (p < .05) 

across the simulated conditions was 3.90%, the maximum percentage was 6.91%, that is, the 

percentage of Type I errors differed by no more than 2% from the nominal level.  

A strict criterion for judging these results is based on the standard error for the 

percentage of Type I errors. For example, given 3000 replications with admissible solutions 

for a condition with d = 0, the standard error for the occurrence of an event with p = 0.05 is 

(1 ) / .05(.95) / 3000 0.00398p p n− = = , leading to an expected 95%-interval between 

4.22% and 5.78% for the number of Type I errors. In determining the standard error and 

confidence interval, we used the actual number of replications with admissible solutions for 
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each simulated condition. Of all 216 conditions with d = 0, the 95% confidence interval did 

not include the expected value of 5% in 62 (28.7%) of the conditions. 

On the other hand, considering the actual size of these deviations from the nominal 

alpha level (< 2%), comparable differences have been regarded as negligible in previous 

simulation studies (Fan & Fan, 2005; Maas & Hox, 2005). According to a more formal 

criterion suggested by Bradley (1978), values within one-half of the nominal Type I error rate 

are acceptable for 95% non-coverage rates, that is, proportions of significant results between 

2.5% and 7.5%. Hence, Bradley’s criterion was fulfilled under all conditions studied. 

Power Analysis 

Finally, we considered the power to detect a non-zero effect of predictor Z on 

organizational growth. Pearson correlations calculated across the simulated conditions 

between the percentage of statistically significant results and each design factor indicated an 

increase in power with number of groups (r = .63), effect size (r = .46), number of 

measurement occasions (r = .43), growth curve reliability (r = .24), group size (r = .19), and 

intraclass correlation (r = .17). Detailed results are presented in Table 2. 

Effect size and, in particular, number of groups were the design factors most closely 

related to power. A frequently cited recommendation by Cohen (1988) is that power should 

exceed .80. If this rule is applied, 30 or 50 groups were under none of the conditions sufficient 

to obtain adequate power. Even moderate power of .50 was generally reached only with five 

measurements and a large effect size (ES = .8), and, given 30 groups, only under otherwise 

favorable conditions concerning group size, intraclass correlation, and growth curve 

reliability. In contrast, power e  .80 was typically obtained if the number of groups was at least 

100, the effect size was large and five measurements were available. 

Similarly, it was found difficult to obtain sufficient power with only three 

measurements. Power of .80 or above required a large effect size, a growth curve reliability of 
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at least .7 (150 groups) or even .9 (100 groups) as well as sufficient intraclass correlation and 

group size. Having three measurements and only 50 groups, even moderate power of .50 or 

above was difficult to achieve and required a large effect size, large growth curve reliability 

and moderate to large intraclass correlation (ICC e  .20) and group size (GS e  10). 

Furthermore, power was generally low when growth curve reliability was low (GR = .5). 

However, reaching a power of .80 was still possible under most conditions if five 

measurements and at least 100 groups were available and the effect size was large. 

Under appropriate conditions, a power of .80 was reached with all three intraclass 

correlations studied. On average, the difference in power related to intraclass correlation was 

rather modest, .11 between ICC = .10 and ICC = .30 across all conditions. Generally, an 

increase from .1 to .2 had a noticeably larger impact than an increase from .2 to .3. Strong 

effects of intraclass correlation, however, were found only under specific conditions. 

Finally, given otherwise favorable conditions, power e  .80 was obtained with all three 

group sizes examined. Still, an average power increase of .06 was associated with an increase 

in group size from 5 to 10, and from 10 to 25, respectively. Comparing group sizes 5 and 25, 

the increase in power was smallest when intraclass correlation was large (ICC = .30) and 

largest when intraclass correlation was small (ICC = .10). Under some conditions, the 

difference in power reached around .4 or above, and sampling 25 instead of 5 individuals per 

group would raise the power from low (e.g., .40) to acceptable (e.g., .79). For specific 

conditions, an increase from 5 to 10 already implied a noticeable increase in power. 

Discussion 

We presented a multilevel structural equation model to analyze data from 

“organizational longitudinal studies”, that is, repeated cross-sectional studies where different 

individuals are sampled at each time point from the same set of organizations. Although 

approaches to analyze this data type have been developed in various research disciplines, 
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structural equation models have some clear advantages which make them worthwhile to 

consider when choosing from available models. First, while the linear growth model we 

explored is very common in analyses of change, it can be easily replaced by more complex 

growth models (e.g., polynomial growth curves models, unspecified trajectory models, 

multiple-group models; Bollen & Curran, 2006; Preacher et al., 2008) or entirely different 

models to capture change (e.g., cross-lagged panel models, latent difference models; Little, 

2013; McArdle, 2009). All aspects of the model can be flexibly extended, including, for 

instance, models to capture mediation and moderation over time (e.g., Little, 2013; Preacher, 

2015). In practice, the model presented in this article (including the Mplus syntax in the 

Appendix) may serve as a starting point when specifying these alternative models. Second, 

SEM allows to represent the repeatedly measured variables as well as further predictor or 

outcome variables as latent variables, allowing to explicitely model unreliability of the 

observed variables. It also facilitates the evaluation of measurement invariance over time. 

Third, SEM allows to judge the goodness of fit of a specified longitudinal model based on 

various fit indices, including new methods to determine level-specific model fit (Ryu, 2014). 

In several regards, SEM thus appears more flexible than another well-known latent variable 

approach to analyze change, that is, multilevel regression. 

While organizational longitudinal studies appear less common in some research areas, 

in particular, educational and psychological research, it might be beneficial to consider their 

potential in these disciplines more often. Specifically, repeatedly sampling individuals from 

organizations seems appropriate if the research interest lies on organizational change, and 

individual change appears more as a nuisance than interesting in itself. For example, when 

evaluating the impact of school policies on students’ achievement trajectories, it may make 

sense to repeatedly sample students from the same age group, in order to not confound 

organizational change and individual development. Also, as has been discussed in the health-
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related and econometric literature (e.g., Feldman & McKinlay, 1994; Ukoumunne & 

Thompson, 2001; Verbeek, 2008), organizational longitudinal studies may have certain 

advantages over individual longitudinal studies, among others, generally lower rates of 

attrition and nonresponse, a higher representativeness of the sample if the population changes 

substantially, and a higher robustness against measurement effects on participants’ behavior 

(“Hawthorne effect”). 

Implications for Study Design 

Since structural equation models for organizational longitudinal studies have not been 

widely discussed, we decided to focus on a relatively simple situation where linear growth 

occurs at the organizational level, and growth is predicted by a single variable measured at the 

organizational level. As indicated by our empirical example, this model can be usefully 

applied to describe and explain actual organizational change. In a simulation study, we 

investigated two questions concerning the prediction of linear growth at the organizational 

level: If the true effect on linear growth equals zero, under which conditions is the proportion 

of Type I errors reasonably close to the nominal alpha level? If the true effect is different from 

zero, under which conditions is there sufficient power to obtain statistical significance?  

Results of the simulation showed that the proportion of Type I errors was significantly 

different from the nominal alpha level for roughly 30% of the conditions, but even in these 

cases, the deviations may be considered as comparatively small in size. Thus, if no statistical 

model assumptions are violated, the accuracy of the significance test appears not as a major 

concern when predicting linear growth in organizational longitudinal studies. 

Power depends moderately to strongly on number of groups, effect size, number of 

measurement occasions and growth curve reliability, and still to some extent on group size 

and intraclass correlation. To researchers planning an organizational longitudinal study, the 

following outcomes might be most important. First, no condition with 30 or 50 groups 
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provided power e  .80. Moderate, though less than optimal power around .50 was reached with 

50 groups but only if the effect size was large and five measurements were available. Having 

100 groups appeared as much more favorable, though there were still conditions under which 

having 150 groups provided a decisive advantage. Group size was found to play a much 

smaller role, and even a group size of 5 did not preclude the possibility of obtaining power e  

.80. Nevertheless, increasing group size, especially from small (GS = 5) to moderate (GS = 

10), may make sense. One situation when researchers might consider increasing group size is 

when the intraclass correlation is expected to be small.  

Furthermore, researchers are typically well advised to collect data at more than the 

minimum three measurement occasions. Under several conditions five instead of three 

measurements more than doubled the available power. With 30 or 50 groups, obtaining at 

least moderate power around .50 was difficult anyway, but rarely possible with only three 

measurements. Finally, although not under control of the researcher, it makes particular sense 

to consider the expected effect size when making design choices. Most importantly, power e  

.80 given a moderately sized effect required 150 groups plus five measurements plus 

otherwise favorable conditions. If expecting a moderate effect size, researchers might 

particularly consider sampling more than 150 organizations. 

If researchers are interested in the statistical properties of conditions that were not 

included in this study (e.g., small effect sizes), they are encouraged to conduct a simulation 

study themselves using the specific parameter values they consider as suitable (see Muthén & 

Muthén, 2002, for an example in Mplus). In some situations, however, it may be unclear to 

the researcher which value of a design parameter seems most realistic. Then, a range of values 

for the parameter might be selected, and the expectable power might be compared. If the 

resulting power for a “worst-case scenario” (e.g., a very low ICC) seems inacceptably low, 
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our simulation results (or researchers’ own) might be used to infer more appropriate values 

for parameters that are, in principle, under researchers’ control (e.g., the number of groups). 

Limitations 

As has been pointed out, the present article did not aim at fully exploring the potential 

of applying SEM to data from organizational longitudinal studies. We focused on a model of 

linear organizational growth, which was predicted by a single variable measured at the 

organizational level. This model may be modified or extended, but the results of our 

simulation study should not be overgeneralized to judge other models’ statistical performance. 

Furthermore, our simulation was limited to a selected range of values concerning the studied 

design factors. Most importantly, we restricted our analysis for conceptual reasons to 

moderate and large effects. However, for many conditions the power was hardly satisfying 

even with moderate effect sizes. Reliabily identifying small effects on organizational growth 

should be even more demanding; in particular, researchers might have to collect data from 

much more than 150 organizations, and possibly at more than five measurement occasions.  

Another limitation of this study was its focus on balanced group sizes. Few studies on 

multilevel modeling directly address unbalanced designs, and even less examine the impact of 

unequal versus equal group sizes (McNeish & Stapleton, 2014). However, a theoretical 

analysis by Konstantopoulos (2010) on two-level unbalanced designs gives some indication 

that power estimates obtained assuming equal group sizes are reasonably close to power 

estimates obtained for unequal group sizes in cases of mild or moderate imbalance. Finally, 

we did not consider effects of violations of statistical assumptions. Power in structural 

equations models can be considerably affected by statistical assumption violations (Kaplan, 

1995). To date, it remains unclear how far the results of this study can be generalized to 

situations where statistical assumptions are not fully met.  
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Footnotes 

1 It should be noted that given a small number of groups, Hox et al. (2010) found the 

performance to be less satisfying if robust maximum likelihood estimation was used (as in the 

present study). 

2 We simulated ICCs for observed scores and did not distinguish between true variation and 

measurement error which may be confounded in observed scores, resulting in biased 

estimates of the ICC (Muthén, 1991). 

3 The Cohen’s d formula is: (µ1 – µ2)/σ. In our case, the difference between group means µ1 – 

µ2 is equal to β11 (i.e., the difference in change between Z = 0 and Z = 1), and σ is equal to 

11ψ  (i.e., the variance within groups defined by Z). Since σ is assumed to be homogeneous 

across groups, no estimation of a common (pooled) standard deviation is required. 
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Table 1 

School-Level Predictors’ Effects on Schools’ Initial Status and Change in PISA Mathematics 

and Science Test Scores 

 Mathematics Science 

Predictors B SE ²  B SE ²  

Initial Status       

 Lack of teaching/learning resources 2.849 2.426 0.030 2.759 2.458 0.029 

 Lack of teaching personnel 2.327 2.223 0.028 3.250 2.220 0.038 

 Lack of teacher engagement 2.504 4.007 0.015 -3.952 4.004 -0.023 

 Lack of student discipline -13.433*** 3.783 -0.109 -14.878*** 3.979 -0.119 

Change       

 Lack of teaching/learning resources -2.962† 1.605 -0.356 -2.506 1.596 -0.368 

 Lack of teaching personnela -1.806 1.445 -0.302 -3.008* 1.469 -0.608 

 Lack of teacher engagementa -1.593 2.724 -0.114 2.722 2.821 0.308 

 Lack of student disciplinea -3.857 2.573 -0.432 -0.772 2.573 -0.127 

 

Note. A separate model was specified for each predictor. In each model, school type, average 

socioeconomic status (HISEI), and proportion of students with a migration background were entered 

as control variables (coefficients not reported). Unstandardized coefficients (B) refer to the original 

metric of the PISA tests, scales, and items. 
a In the science models, the slope factor showed a slightly negative residual variance which was fixed 

to zero. 
† p < .10, * p < .05, *** p < .001 (two-sided).
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Table 2 

Power of the Multilevel Structural Equation Model to Detect an Effect on Linear 

Organizational Growth 

   GS = 5     GS = 10     GS = 25  
  ICC = .1 ICC = .2 ICC = .3   ICC = .1 ICC = .2 ICC = .3   ICC = .1 ICC = .2 ICC = .3 
NG = 30            
   ES = .5            
      NM = 3            
         GR = .5 .06 .09 .10  .10 .09 .10  .09 .09 .12 
         GR = .7 .08 .12 .12  .09 .13 .14  .15 .16 .18 
         GR = .9 .06 .13 .16  .11 .17 .20  .17 .23 .25 
      NM = 5            
         GR = .5 .11 .18 .18  .15 .21 .23  .18 .23 .23 
         GR = .7 .15 .20 .23  .19 .23 .24  .25 .27 .25 
         GR = .9 .17 .25 .26  .23 .28 .29  .26 .29 .30 
   ES = .8            
      NM = 3            
         GR = .5 .13 .12 .14  .11 .15 .17  .15 .19 .21 
         GR = .7 .11 .18 .22  .18 .20 .29  .21 .31 .30 
         GR = .9 .16 .20 .29  .23 .33 .39  .35 .43 .45 
      NM = 5            
         GR = .5 .24 .30 .36  .33 .39 .43  .40 .43 .44 
         GR = .7 .30 .40 .47  .37 .48 .49  .47 .50 .52 
         GR = .9 .32 .49 .52  .47 .53 .55  .50 .58 .58 
NG = 50            
   ES = .5            
      NM = 3            
         GR = .5 .09 .11 .12  .07 .11 .15  .14 .14 .16 
         GR = .7 .10 .14 .17  .13 .15 .23  .17 .23 .25 
         GR = .9 .12 .18 .22  .19 .22 .30  .23 .30 .32 
      NM = 5            
         GR = .5 .17 .24 .27  .25 .27 .29  .28 .31 .30 
         GR = .7 .22 .30 .35  .30 .35 .35  .33 .40 .39 
         GR = .9 .22 .31 .38  .33 .36 .42  .39 .39 .43 
   ES = .8            
      NM = 3            
         GR = .5 .12 .17 .22  .18 .24 .24  .22 .27 .33 
         GR = .7 .16 .28 .31  .22 .36 .38  .35 .41 .46 
         GR = .9 .23 .33 .45  .29 .48 .58  .48 .62 .67 
      NM = 5            
         GR = .5 .34 .48 .55  .50 .56 .59  .59 .61 .64 
         GR = .7 .44 .57 .65  .56 .66 .70  .66 .70 .74 
         GR = .9 .50 .67 .70  .66 .72 .76  .72 .77 .79 
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Table 2 (continued) 

   GS = 5     GS = 10     GS = 25  
  ICC = .1 ICC = .2 ICC = .3   ICC = .1 ICC = .2 ICC = .3   ICC = .1 ICC = .2 ICC = .3 
NG = 100            
   ES = .5            
      NM = 3            
         GR = .5 .11 .17 .18  .14 .21 .24  .21 .23 .24 
         GR = .7 .14 .23 .30  .19 .27 .34  .30 .37 .43 
         GR = .9 .20 .28 .39  .30 .43 .50  .39 .51 .54 
      NM = 5            
         GR = .5 .27 .41 .44  .39 .48 .51  .47 .54 .55 
         GR = .7 .39 .51 .53  .49 .58 .62  .57 .59 .64 
         GR = .9 .47 .58 .62  .55 .61 .65  .64 .63 .65 
   ES = .8            
      NM = 3            
         GR = .5 .21 .31 .43  .30 .40 .46  .44 .53 .52 
         GR = .7 .26 .45 .56  .41 .58 .70  .60 .73 .76 
         GR = .9 .36 .57 .73  .56 .76 .84  .78 .86 .90 
      NM = 5            
         GR = .5 .64 .78 .83  .78 .85 .88  .85 .89 .91 
         GR = .7 .73 .85 .91  .87 .93 .93  .90 .95 .95 
         GR = .9 .82 .92 .94  .90 .94 .95  .94 .97 .97 
NG = 150            
   ES = .5            
      NM = 3            
         GR = .5 .13 .22 .25  .19 .28 .34  .28 .35 .36 
         GR = .7 .19 .29 .38  .28 .44 .46  .46 .52 .55 
         GR = .9 .27 .43 .54  .40 .52 .62  .58 .67 .73 
      NM = 5            
         GR = .5 .44 .58 .60  .55 .64 .68  .65 .71 .70 
         GR = .7 .54 .66 .72  .64 .71 .75  .74 .78 .79 
         GR = .9 .65 .71 .74  .71 .78 .80  .79 .83 .85 
   ES = .8            
      NM = 3            
         GR = .5 .28 .42 .57  .41 .56 .63  .59 .66 .70 
         GR = .7 .40 .62 .74  .60 .78 .83  .79 .87 .89 
         GR = .9 .52 .76 .90  .74 .90 .95  .91 .96 .97 
      NM = 5            
         GR = .5 .77 .92 .96  .89 .95 .97  .97 .98 .97 
         GR = .7 .90 .96 .97  .96 .99 .99  .98 .99 .99 
         GR = .9 .93 .97 .99  .98 .99 1.00  .99 1.00 1.00 

 

Note. Darker color indicates higher power, brighter color indicates lower power. NG = number of 

groups; ES = effect size; NM = number of measurements; GR = growth curve reliability; GS = group 

size; ICC = intraclass correlation. 
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Organization ID Individual ID Time Point 1 Time Point 2 Time Point 3

1 1 X

1 X

1 5 X

1 6 X

1 X

1 10 X

1 11 X

1 X

1 15 X

2 16 X

2 X

2 20 X

2 21 X

2 X

2 25 X

2 26 X

2 X

2 30 X
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Figure 1. Illustration of the data structure in organizational longitudinal studies. „X“ indicates 

that a measurement is available for the individual at this time point. Since all individuals are 

assessed at only one time point, no individual longitudinal data is available. However, since at 

any time point individuals are assessed from each organization (in this example, 5 individuals 

per organization at each time point), organizational longitudinal data is available. 
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Figure 2. Model of linear organizational growth based on a multilevel structural equation 

modeling approach. 



ANALYZING ORGANIZATIONAL GROWTH 34 

Appendix 

Mplus Syntax for Specifying the Multilevel Structural Equation Model  

for Linear Organizational Growth 

DATA: 

  file = ...\dataset.dat;     !data source 

    

VARIABLE: 

  names   = orgid y1 y2 y3 z; !variables in dataset 

  usevar  = y1 y2 y3 z;       !variables in analysis 

  cluster = orgid;            !cluster id variable 

  between = z;                !level 2 variable(s) 

  missing = ...;              !missing data code(s) 

    

ANALYSIS:  

  type = twolevel;            !twolevel model requested 

       

MODEL: 

  %within%                    !level 1 model specification 

  y1 with y2@0;               !covariances fixed to 0 

  y1 with y3@0; 

  y2 with y3@0; 

 

  y1 y2 y3 (1);               !variances fixed to equality 

                              !(may be relaxed) 

 

  %between%                   !level 2 model specification 

  i s | y1@0 y2@1 y3@2;       !linear growth model 

    

  i s on z;                   !intercept/slope predicted by z  

    

  i with s;                   !estimate intercept/slope residual covariance 

    

  y1 y2 y3 (2);               !residual variances fixed to equality 

                              !(may be relaxed) 
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