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1 Introduction 

Practitioners have several paths open to them when wanting to find practical, scientifi­
cally based solutions to problems encountered during the course of their work or wishing 
to gain insight into the present state of research in a particular field of interest. They can 
ask experts for advice. They can search databases for relevant empirical studies. They 
can consult published reviews or books. All these approaches have their pros and cons, 
especially concerning their feasibility, representativeness, objectivity, reliability and 
validity. 

Traditionalliterature reviews have long served as a relatively convenient source of in­
formation. Since 1976 a specific form of review, called among other things quantitative 
synthesis, quantitative research integration or meta-analysis, has enjoyed increasing 
popularity with scientific reviewers. KULIK (1984) estimates that after eight years 
about a 1000 papers have been published on the topic, about a third of which are actual 
reviews. Since then the number has been steadily increasing. 

Propagated as an objective, scientific way of research integration, newcomers optimis­
tically approach this type of review in the hope of finding weH founded answers to their 
questions. Accustomed to traditional reviews the novice is likely to be slightly over­
whelmed. Confronted with masses of quantitative data, numerous statistical analyses, 
controversial discussions of statistical issues involved and relatively limited substantive 
information, the review will possibly cause more confusion than transmit actual informa­
tion. 

Newcomers can react to this state of affairs in several ways. They can stick to tradi­
tional reviews, despite the weaknesses they might have, prefering the more easily intel­
ligible narrative report. They can stick to meta-analyses, skipping the complicated parts 
to read the conclusions, trusting the expert's evaluations without being able to recon­
struct how these were reached. They can also decide to delve into the methodology of 
quantitative syntheses, becoming semi-experts themse1ves and thus able to grasp the 
finer points of the review and its conclusions. 

The last alternative is clearly what meta-analysts expect of potential consumers. To 
quote BANGERT-DROWNS (1986, p.388): "Readers, researchers, editors and re­
search reviewers need to be better informed if they are to be intelligent consumers and 
critics of meta-analytic reviews." This sounds simpler than it iso The relevant methodolo­
gicalliterature is usually directed at readers interested in conducting their own meta-ana­
lyses. Information specifically useful to consumers of reviews is gleaned mainly as 
by-product from the numerous method,ological papers spread over diverse journals and 
a few introductory books. 

8 



Instead of becoming simpler the subject tends to become more complicated and com­
plex as one progresses more deeply into it. One is confronted with methodological argu­
ments, controversies, criticisms, praises and doubts. What was hailed as the approach to 
clarify and systematically analyze the diversity of empirical research findings in particu­
lar domains, is now ironically adding to the confusion. 

Under these circumstances the question arises whether a quantitative review still has 
relevance for a practitioner. Does one really, as WALBERG (1984) suggests, have to 
gain insight into the explicit, quantitative, empirical techniques used in the current main­
stream of theory and research if one wishes to use or understand it? Can one expect prac­
titioners additionally to take this task upon themselves or is it the expert's responsibility 
to make scientific knowledge available to users in an acceptable form? Why should the 
consumer undertake the arduous task of studying the technical details of the approach if 
the simpler alternative of tradition al reviews exists? No guidelines were ever required to 
read these and having done so one usually had the impression of having gained some in­
sight into the theory and findings of the reviewed domain. This is not always the case 
with meta-analyses. Rather , one feels that to understand and profit from these one 
should already have been weIl versed in the methodology and the theory of the subject 
covered by the integration. 

What previous knowledge does the consumer really need to be able to work effec­
tively with meta-analytic reviews and to critically evaluate their quality? It is contended, 
that highly detailed knowledge of the technical and statistical issues is not absolutely 
necessary for this purpose, rather a clear conception of the aims or intentions of this type 
of reviewing and problems encountered, limiting or preventing their attainment. This 
knowledge is not only useful for working with quantitative syntheses but also encour­
ages a more sensitive handling oftraditional reviews. 

Having in part experienced the quandary described above and deciding to resolve it 
by working through the relevant sources to penetrate the details of the approach, the 
aims of the present report are: to focus on the needs of the potential consumer, to sum­
marize scattered methodological information considered essential, to present recom­
mendations for the critical evaluation of the approach, to discuss its practical relevance 
and to describe the impressions gained studying actual meta-analyses on specific educa­
tional topics. Hopefully, this will help reduce the apparently widespread lack of familiar­
ity with the approach which appears to be a matter of general concern (WANOUS, 
SULLIV AN & MALINAK, 1989). Since consumers rather than potential conductors 
of meta-analyses are the primary focus, technical and statistical details have intention­
ally been kept at a minimum, yet the use of and reference to technical concepts and 
procedures is unavoidable. For this reason terms possibly unfamiliarto persons not well­
versed in statistics and empirical research methodology have been briefly outlined in the 
glossary. 
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1.1 Traditional reviewing 

Research integration and conflict resolution are essential steps in the process of knowl­
edge accumulation and refinement, linking past research with future scientific endeav­
ours (PILLEMER & LIGHT, 1980). Reviews have long served this purpose: to sum­
marize accumulated information concerning a specific topic, highlighting the resolved 
and unresolved issues by generalizations drawn from a set of studies pertaining directly 
to the area ofinterest (COOPER, 1982; JACKSON, 1980). 

Ideally, the review should replace papers fallen behind the research front and direct fu­
ture research (COOPER, 1982). Unfortunately the traditional, qualitative or narrative 
way of reviewing led to conflicting results which in turn led to increased disenchantment 
with and criticism of this type of reviewing. Repeatedly criticized shortcornings are sub­
jectivity or bias, e.g. neglecting large amounts of information and extracting it ineffi­
ciently (COOK & LEVITON, 1980; COOPER & ROSENTHAL, 1980; LIGHT & 
PILLEMER, 1982). This concerns firstly, the imprecise weighting of conclusions with 
regard to the proportion of research it is based on or covers and secondly, the overem­
phasis of significant results, usually disregarding the actual magnitude and direction of 
effects. Similar criticism is leveled at one of the first attempts to improve reviewing prac­
tices, the so-called box or vote counts: making frequency counts ofthe nu mb er offavour­
able, neutral or adverse statistical significance tests contained in the studies reviewed to 
obtain a more objective impression of the general trend of results. While also ignoring 
the actual effect sizes, a reviewer trying to make sense of such data is actually engaged in, 
as MEEHL (1978, p.823) scathingly puts it, "meaningless substantive construction on 
properties of the statistical po.wer function, and almost nothing else." In general, critics 
seem to agree with the conclusion reached by CO OPER and ROSENTHAL (1980) that 
some of the confusion and contradiction is due to the manner of integration and not 
necessarily a function of the results. 

Part of the problem is the lack of explicit methods and rules to guide the task of review­
ing a body of empirical studies (FISKE, 1983; JACKSON, 1980). Another is the vast 
number of studies potentially available to a reviewer, making the integration of results al­
most impossible and difficult without the application of adequate statistical techniques 
(also cf. GLASS, 1977). 

As a response to this unsatisfactory state of affairs (STRUBE & HARTMANN , 1982) 
as weIl as the growing realization that research synthesis is a scientific enterprise just as 
important as primary research or theory development (PILLEMER & LIGHT, 1980), 
the approach to research integration referred to as meta-analysis was developed. 
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2 Wbat is meta-analysis? 

First introduced in 1976 by Glass, meta-analysis is characterized as involving "the atti­
tude of data analysis applied to quantitative summaries of individual studies" (GLASS, 
McGA W & SMITH, 1981, P .21) or "the application of research methods to the charac­
teristics and findings of research studies" (p.23, ib.). "It is not a technique; rather it is a 
perspective that uses many techniques of measurement and statistical analysis" (p.21, 
ib.). Or to quote STRUBE and HARTMANN (1983, p.14): "Meta-analysis is not sim­
ply a collection of quantitative techniques. Rather, it represents a systematic approach 
to the problem of integrating a common research domain." 

Fundamental to this research approach to accumulating knowledge is that reviewing 
requires the application of rigorous scientific standards to and formal procedures for 
combining the results of empirical research evidence (BULLOCK & SVY ANTEK, 
1985; PILLEMER & LIGHT, 1980). This also implies that one ensure the potential in­
tersubjective testability or replicability of the reported results (GLASS, McGAW & 
SMITH, 1981). Meta-analysis seeks generalizable answers and regular patterns from 
the divergent findings of numerous individual research studies on a given topic by statisti­
cal analysis (BANGERT-DROWNS, 1986; KULIK & KULIK, 1989). Besides this, the 
investigation of how findings vary from one study to the next and the influence of metho­
dology constitutes a substantial part of the meta-analysis (GLASS & KLIEGL, 1983; 
GLASS,McGAW &SMITH, 1981). 

The main features distinguishing this approach from the traditional form of reviewing 
are: 

Finding a large, if possible, comprehensive sampIe of studies pertaining to the sub­
stantive issue (KULIK & KULIK, 1988, 1989) 
Transforrning the study results to a common metric, focusing on the effect size 
rather than just the statistical significance of results (CORD RA Y & ORWIN, 1983; 
KULIK & KULIK, 1989) 
Describing the study features in quantitative or quasi-quantitative terms by utilizing 
a coding scheme (KULIK & KULIK, 1988, 1989). 
Applying statistical techniques to these summary statistics: aggregating the findings 
across studies as well as systematically examining the relations between study fea­
tures and outcome (CORD RA Y & ORWIN, 1983; KULIK & KULIK, 1988, 1989; 
LEVITON & COOK, 1981). 
Systematic and detailed description of the whole process of integration to ensure 
replicability (JACKSON, 1980). 
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In keeping with the view of research integration as a strictly scientific endeavour is the 
conceptualization of meta-analysis in analogy to primary research as involving aseries of 
stages: problem formulation, hypothesis selection, sampling of studies, definition and 
measurement of variables, data analysis and interpretation, reporting or publication of 
results (COOPER, 1982; FRICKE & TREINIES, 1985; GLASS, McGA W & SMITH, 
1981;JACKSON, 1980; WANOUS, SULLIVAN &MALINAK, 1989). Furthermore, 
to keep in this spirit of inquiry, one should not read a meta-analysis without establishing 
some opinion of its quality. Each of the steps is open to criticism, especially as they in­
volve aseries of decisions on the part of the reviewer. Just as in primary research, using 
similar criteria, one will have to analyze its reliability and validity. 

Most recently DRINKMANN (1990) attempted to formalize adefinition of meta-ana­
lysis which combines all the elements mentioned so far: emphasizing both its statistical, 
quantitative characteristics and its structural similarity to primary empirical research 
and criteria (p.ll: "Meta analyse soll sein: eine an den Kriterien empirischer Forschung 
orientierte Methode zur quantitativen Integration der Ergebnisse empirischer Untersuc­
hungen sowie zur Analyse der Variabilität dieser Ergebnisse. ") Although the above de­
scriptions contain references to the aims and functions of meta-analysis, these will now 
be examined in greater detail. 

2.1 Aims and junctiolls oi meta-analysis 

The aims of meta-analysis do not necessarily differ from those of traditional qualita­
tive reviews. The approach makes the difference: the application of statistical tools to 
reach conclusions and the strict adherence to scientific standards in the sense of ensuring 
potential intersubjective testability . 

The focus is on summarizing research evidence and rendering it useful to the con­
sumers of research: the lay public, policy makers, practitioners like teachers as well as 
scientists and undergraduates (CO OPER & ROSENTHAL, 1980; PILLEMER & 
LIGHT, 1980). As much information as possible should be drawn from existing data in a 
systematic manner (PILLEMER & LIGHT, 1980), establishing consensus, identifying 
outliers and moderators of findings (GREEN & HALL, 1984). Special attention is given 
to conceptual and technical issues as the conclusions usually are to be generalized to a 
broader fielp (PILLEMER & LIGHT, 1980). The emphasis is on practical simplicity 
(GLASS, McGA W & SMITH, 1981), necessitating the formulation of uncomplicated 
conclusions from the statistically based integration, else these would be lost on all but a 
few specialists (LIGHT & PILLEMER, 1982). 

Focusing on these general aims a carefully conducted meta-analysis can fulfil a num­
ber of functions (STRUBE & HARTMANN, 1982). The summary of the functions 
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given below largely follows the distinctions and definitions given by STRUBE and 
HARTMANN (1983). They represent the ideal hoped to be achieved. 

Self-evident and fundamental is the descriptive function. The meta-analysis should 
give a clear and detailed summary of wh at we know, how we got to know it and the 
quality of this knowledge by special consideration of the methodological, procedural 
and theoretical variables involved. Fulfilling the remaining functions depends almost 
entirely on how carefully and comprehensively this purpose was accomplished. 

Meta-analysis can serve as guide for planning futllre research. Presenting an accumula­
tion of research methods and procedun~s formerly used either with or without success in 
the research domain as well as highlighting the characteristics moderating the effects, 
can help scientists to plan their research more effectively. (At the same time they 
should, however, remember that if no methodological variables were found to mediate 
the results, this does not mean that any methodology can be applied successfully.) 

The diagnostic fllllction of meta-analysis is closely allied to the previous one. It is diag­
nostic in the sense that it identifies gaps in the knowledge, highlights well investigated 
areas and uncovers flaws. To cite STRUBE and HARTMANN (1983, P .23): "Meta-ana­
lysis can help to identify 'holes' in the 'nomological net' of multiple empirical 
relationships that constitute a theory." 

The ftmction of transmitting information to practitioners is just as important as present­
ing it to fellow scientists. The reviewer is seen in the role of a gate keeper. Deciding 
whether the accumulated research evidence is ready for practical application and the do­
mains to which it can be applied, depends on the detailed investigation of existing 
studies with special attention directed toward the aspects of external validity. 

The predictive ftl1lction of meta-analysis reaches beyond the actual findings of the indi­
vidual studies. According to STRUBE and HARTMANN (1983) this potential use ofre­
views is often neglected. Because of its statistical approach, meta-analysis is well suited 
to this purpose. Looking upon each reviewed study as an independent datapoint, allows 
the exarnination of plausible hypotheses not tested in the single studies (COOK & 
LEVITON, 1980; PILLEMER & LIGHT, 1980). Classifying the studies along some 
dimension of interest, the relation of this newly constructed variable to study outcomes 
can be deterrnined, as for instance when searching for possible explanations of contradic­
tory findings or moderators of results. More clearly predictive use of studies as data­
points is made when employing regression analysis to estimate the effect of hypothetical 
values of the independent variables. 

Looking toward the future STRUBE and HARTMANN (1983) even visualize agener­
ative ftl1lction of meta-analysis. The extensive, systematic summarization potentially 
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allows the creative restructuring of the information thereby gaining new theoretical 
insights, i.e. generating new theories. 

2.2 The value of the meta-analytic approach 

Closely related and often identical to the above are the frequently reported strengths, 
advantages, contributions or benefits of meta-analysis (cf. COOK & LEVITON, 1980; 
FISKE, 1983; GREEN & HALL, 1984; HEDGES, 1986; JACKSON, 1980; 
KAVALE, 1988; KULIK & KULIK, 1988; PILLEMER & LIGHT, 1980). 

Meta-analysis forces the reviewer to take an active approach to literature, focusing at­
tention on how to find, organize, classify and draw conclusions from research evidence. 
Besides highlighting the poor methodological quality of previous reviewing practices, 
meta-analysis led to the realization that even though all steps undertaken in the process 
of research- integration involve qualitative judgements, they can be completely 
specified, thus likely to be more objective and allowing replication. 

Furthermore, the development of adequate statistical tools paved the way for effi­
cient and extensive evaluations of the vast number of potentially available studies in cer­
tain research domains. Converting the study findings into effect sizes having a common 
metric allows the estimation of overall effects as weIl as the systematic examination of 
the variation of effect sizes across various study characteristics. The application of statis­
tical techniques enables one to make constructive use of contradictory findings, e.g. 
examining the influence of variable definitions, research design, analysis strategy, unit 
of analysis or measurement technique as possible mediators of results. The combination 
of data-sets, having similar construct definitions of relevant variables, increases the 
power of statistical tests as weIl as allowing a more accurate description of the relations 
between variables, if these have been implemented at different levels. 

Indirectly, meta-analysis influences the quality of primary studies by showing up poor 
reporting practices and inadequate conceptualization and theorizing. Ultimately, the 
value of meta-analysis rests on whether it helps understanding a complex body of empiri­
cal findings (GUSKIN, 1984). KULIK and KULIK (1989) see the ultimate test of the 
worth of a research methodology in the contribution it makes to ourunderstanding: accu­
mulating knowledge, moving research and development forward, producing results that 
can serve as guide to action. In this connection David Hilbert is frequently cited as hav­
ing said that the importance of a scientific work is measured by the number of previous 
publications it makes superfluous to read (GLASS, McGA W & SMITH, 1981; 
FRICKE & TREINIES, 1985; HORNKE, 1983). 
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Meta-analysis can help reduce the confusion present in the steadily increasing, hetero­
gi:meous research literature, if used by.those knowledgeable about the substance and 
methodology in the field of integration (GUSKIN, 1984). KULIK and KULIK (1989) 
express a similar point of view, stating more definitely that meta-analysis transforms 
findings from something confusing and contradictory into something that can be useful 

.. to a variety of audiences, hoping that scientists, administrators or teachers use the con­
dusions to guide future research, policy formulation and action. Like COOPER and 
. ROSENTHAL (1980), KULIK and KULIK (1989) believe that conclusions supported 
by a carefully conducted meta-analysis have aprecision, clarity and force they lack when 
eXpressed as ·an opinion in a narrative review. The conclusions will appear to be more 
rigorous and objective. 

There seems to be a general consensus that the major contribution of meta-analysis is 
. .lhat it is objectively verifiable, using measured concepts, quantitative data and statisti­

cal analysis (BULLOCK& SVYANTEK, 1985). The concrete formulation ofrigorous 
·scientific ideals and speci-lic intentions keyed to both scientists and practitioners invites 
the reader of meta-analyses to take a critical stance, to exarnine whether the actual 

. meta-analysis lives up to its ambitious aims and functions. Understandably, the prob-
lems encountered with meta-analysis and the criticisms directed at the approach con­
cern exactly these aims and functions as weH as its supposed benefits or advantages. 
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3 Criticized aspects of meta-analysis 

The striking feature of methodological discussions of meta-analysis, that its potential 
strengths are seldom mentioned without also pointing out its potential dangers, is an out­
growth of the critical attitude induced. Yet, the general tenor of these caveats is that the 
limitations or problems are not intrinsic to the approach, but arise due to thoughtless, un­
critical or inefficient practices (ABRAMI, COHEN & d' APOLLONIA, 1988; 
COOPER & ARKIN, 1981; LEVITON & COOK, 1981; STRUBE & HARTMANN, 
1982). A meta-analysis does not have to be flawed if sufficient attention is given to 
possible pitfalls and one is sensitive to the assumptions and often complex decisions in­
volved (COOK & LEVITON, 1980; KULIK & KULIK, 1989; LEVITON & COOK, 
1981; SLA VIN, 1984; STRUBE & HARTMANN, 1982). Consequently, the critical 
points are usually presented together with their potential solutions or advice on how to 
avoid or counteract them. A critical consumer of meta-analysis should be aware of these 
because they can affect all stages of the meta-analytic process and are inseparable from 
the formulated aims. 

In addition to unique statistically based problems, the approach is recognized as en­
compassing all those also encountered in tradition al reviewing (STRUBE & 
HARTMANN, 1983; STRUBE, GARDNER & HARTMANN, 1985). The main ob­
jections concern the claim to objectivity, the possibility of bias and various critical as­
pects of the quantitative and statistical nature of meta-analysis. A summary of the .argu­
ments repeatedly voiced follows. 

3.1 Objectivity 

Meta-analysts, having criticized the subjectivity of tradition al reviews, are not surpris­
ingly confronted with the same objection. The meta-analytic process is replete with 
judgements and decisions at all levels of abstraction: deciding on what hypotheses to 
test; which studies to include or exclude; how to deal with missing information; which ef­
fect sizes to calculate and how; what study features to code and how etc. (COOK & 
LEVITON, 1980; HAGER, 1984; MINTZ, 1983). Instead of objective it would be more 
accurate to say that the approach requires judgemental decisions of an equally subjec­
tive kind, but as these are made explicit by decision rules (MINTZ, 1983), they can be 
challenged, if deemed necessary, or replicated to test their adequacy (KULIK & 
KULIK, 1989; W ANOUS, SULLIV AN & MALINAK, 1989). One can determine the 
reliability of the judgements and consequently estimate to what extent the conclusions 
reached can be trusted. 
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Critics seem to fear that the apparent objectivity and allure of the quantitative ap­
proach will blind readers to the potentiallimitations or lend a 'patina of science' to con­
clusions which could be based on unreliable or invalid data and procedures. This poten­
tial scientism is, however, not inherent in the approach, but in how it is used (COOPER 
& ARKIN, 1981; SLAVIN, 1984; WORTMAN, 1983). Properly conducted, all deci­
sions and judgements involved are explicitly stated to ensure intersubjective testability . 
Inadequate reporting, so often criticized by meta-analysts in primary research reports, 
is, however, just as prevalent in meta-analytic reports, a fact which makes replications 
difficult and leads to seeruingly different findings (WANOUS, SULLIV AN & 
MALINAK, 1989). Misuse cannot be criticized as limitation of a research methodology. 
The user is to blame. Meta-analysis has sensitized reviewers to the complex decisions in­
volved in reviewing. This should help to prevent that meta-analysis is seen as some sort 
of infallible objective procedure that can just be pulled off the shelf to plug data in 
(LEVITON & COOK, 1981) and alert the reader to beware if these judgemental aspects 
are not described in detail. 

The problems of objectivity and bias are closely linked and should be considered 
simultaneously. For the sake of clarity, however, the two are discussed separately. 

3.2 Sampling bias 

Just as in the previous case, bias, one of the main objections to traditional reviews, is 
now seen as a potential danger by critics of the meta-analytic approach. Subsumed 
under the term sampling bias are three related yet distinguishable forms ofbias: publica­
tion bias, selection bias and quality of the primary studies. The latter is not usually dis­
cussed under the heading of bias, but as the presentation will show, can be considered as 
a special form of selection bias. 

Sampling is a crucial step in the meta-analytic process because its adequacy deter­
ruines the range of valid generalizations, but a good sampling plan may be thwarted by 
such matters as publication or selection bias (HEDGES, 1986). 

3.2.1 Publicatiol! bias 

The question ofpublication bias is critical because meta-analyses are largely based on 
published data (BULLOCK & SVYANTEK, 1985; KULIK & KULIK, 1988). The 
meta-analyst depends on the public availability of data and research processes. This is 
one of the reasons why the majority of studies included in meta-analyses are published ar­
ticles. Less often data are obtained from dissertations, technical reports or convention 
presentations, even more rarely from file drawer studies relevant to the topic (STRUBE 
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& HARTMANN, 1982). The retrieved studies might not reflect the population of 
studies actually conducted (ROSENTHAL, 1984). In this sense the sampie may be un­
representative, nonrandom and biased. A question often investigated in this respect is 
whether effect sizes calculated from published articles differ from those obtained from 
unpublished ones. As the results do not always coincide (FRASER, WALBERG , 
WELCH & HATTIE, 1987; GLASS, McGAW & SMITH, 1981; KULIK & KULIK, 
1989; ROSENTHAL, 1984), this possible source of between study effect size variation 
should be examined in meta-analyses. 

The problem of relying primarilyon published information can also be looked at from 
a slightly different angle. Because of certain publication policies these studies may have 
an overabundance of significant results, or contain most Type I errors, i.e. false positive 
results (KRAEMER & ANDREWS, 1982; STRUBE & HARTMANN, 1982). The ex­
treme view taken is that the published studies represent the 5% false significant results 
whereas the 95% nonsignificant results remain locked up in some drawer. 

Aptly dubbed the file drawer problem, ROSENTHAL (1979) developed a method 
(the fail-safe-test) to estimate the extent of this problem. By calculating the number of 

. nonsignificant studies necessary to raise the overall probability of a Type I error to 0,05 
an index is obtained, allowing one to estimate whether publication bias due to Type I er­
rors is a plausible riyal hypothesis for a significant combined prob ability level. 
ROSENTHAL (1979) was able to show that whereas for large sampies of studies the file 
drawer problem does not seem to be a critical problem, this is not the case for small 
sampies. Only a few nonsignificant studies filed away suffice to make the combined signi­
ficant p ofthe reviewed studies nonsignificant. In the meantime, however, experts have 
pointed to various disadvantages of the technique and raised doubts as to its statistical 
adequacy (SCHÖNEMANN, 1990). 

A related problem is the question of bias in the reporting of the primary study itself. 
Selective reporting of statistical analyses and their results or incomplete descriptions of 
the treatments, controls, experimental procedures and outcome measures can invali­
date the integration. These issues are referred to more generally as the problem of mis­
sing data. Random missing data would not present a substantial problem but, as 
HEDGES (1986) points out, there is little reason to believe that these are random. 
Rather , they could be systematically related to effect sizes or important characteristics 
of the study, thus a potential threat to the validity of meta-analytic conclusions. 

The problem of publication bias is restricted to the stage of the meta-analytic review 
concemed with finding research literature and formulating a strategy to obtain a compre­
hensive pool of studies from which those eventually included in the meta-analysis are se­
lected. The adequacy with which this is done will, however, affect the quality of the 
whole meta-analysis. 
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.U.2 Selectioll bias 

One might ask, why select at all after having found a comprehensive pool of studies, 
thus avoiding the reproach of selection bias. The meta-analytic approach is a quantita­
tive one, requiring the co ding of study features and calculation of effect sizes. For both 
purposes detailed information is needed, stressing once more the influence missing data 
could have on the quality of the meta-analysis. 

Some primary studies contain insufficient data for the calculations (JACKSON, 
1980). Others contain reporting inaccuracies, making the coding difficult if not im­
possible (STRUBE & HARTMMTN, 1982). Furthermore, the more specific and de­
tailed the co ding procedure is, the greater the problem of missing data will become 
(HEDGES, 1986). Some of the retrieved studies will be theoretically irrelevant to the 
questions posed by the meta-analyst. Others will be weaker or stronger tests of the the­
ory (COOK & LEVITON, 1980). These problems necessitate the formulation ofinclu­
sion and exclusion criteria to guide the selection process without unnecessary bias and 
guarantying intersubjective test ability . Any criticism directed at the study selection pro­
cess can then be demonstrated empirically by re analysis (FISKE, 1983; for a practical 
example cf. BRYANT & WORTMAN, 1984). 

At present the meta-analytic methodology seems to be applicable mainly to com­
parative studies, i.e. studies comparing the treatment effects obtained in different ex­
perimental groups, and investigations of the correlation between two variables 
(CORDRA Y & ORWIN, 1983). As yet it appears less capable of accommodating re­
search based on single-subject designs, time-series analyses, qualitative or case studies 
and those involving complex statistical designs (DRINKMANN, 1990) although pro ce­
dures are being developed (e.g. for single-subject research, cf. SCRUGGS, MASTRO­
PIER! & CASTO, 1987). This will inevitably lead to the selection of a particular section 
of research evidence. To allow an assessment of the representativeness of the sampie of 
studies, authors should include a list of the selected studies and also report those ex­
cluded along with the reasons for their rejection as SLA VIN (1986) suggests. Further­
more, DRINKMANN (1990) was able to show that deciding on a specific meta-analytic 
methodology can possibly lead to systematic selection effects: when using simple tech­
niques the database is larger than when complex meta-analytic methods are employed. 
Directional bias (e.g. retaining more studies supporting the hypotheses) and bias to­
wards more highly significant results could play an important role in this reduction. For 
this reason he advocates a multi-method approach which would allow these effects to be 
studied in detail if present. 

Moreover, ignoring studies that do not fit the conceptual or methodological frame­
work developed for coding could result in the elimination of important innovative 
studies. The co ding scheme should accommodate the largest portion of relevant lit-
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erature, dealing qualitatively with those that do not fit in or contain insufficient data for 
ca1culating effect sizes (GREEN & HALL, 1984; also cf. STANLEY, 1987). However, 
this tendency to maximize the number of studies could lead to the inc1usion of some only 
minimally relevant or inappropriate to the subject being integrated (GUSKIN, 1984). 

As SLA VIN (1984) points out, uncritical inc1usion criteria may remove the personal 
selection bias of the reviewer, but not the bias in the underlying studies. This objection in­
troduces one of the most controversial aspects of meta-analyses: the problem of the 
quality of primary studies selected for the synthesis. 

3.2.3 The quality of prim my studies 

The currently widespread practice of inc1uding all studies meeting certain pre-estab­
lished criteria regardless of quality in the meta-analysis is the main objection (KULIK & 
KULIK, 1988; SLA VIN, 1984). Critics point out that a synthesis is only as strong as the 
data that go into it. No statistical technique can extract valid and reliable conc1usions 
from data of poor quality (HEDGES & OLKIN, 1985; SLA VIN, 1984). For this reason 
so me suggest that only 'good' studies be inc1uded in the meta-analysis. 

Not selecting studies on the basis of quality is justified by pointing out that there are no 
simple and definite rules for deciding, what constitutes a good method or measure 
(HUNTER, SCHMIDT & JACKSON, 1982; JACKSON, 1980; WORTMAN, 1983). 
The inc1usion or exc1usion criteria could thus be biased by personal predilections 
(KRAEMER & ANDREWS, 1982). Advocates of unrestricted inc1usion hope to cir­
cumvent problems by coding various aspects of study quality and then analyzing the co­
variance of these features with study results. Whether design or quality make a dif­
ference is explicitly tested, the notion being that if flaws are crucial they will be corre­
lated with study findings (GLASS & KLIEGL, 1983), assuming furthermore that the 
studies can converge on 'true' conc1usions if they are imperfect in different respects, i.e. 
contain no systematic bias (COOK & LEVITON, 1980; GLASS, McGA W & SMITH, 
1981). 

This solution has not been considered as acceptable by all, the reproach being that 
meta-analysts tend to underplay the methodological problems common to a body of re­
search (GUSKIN, 1984). Furthermore, as HEDGES (1986) points out, not all threats to 
validity are equally important in every specific research area, recommending attention 
to the salient methodological difficulties and the use of multiple criteria to establish the 
quality of the studies. Meta-analyses cannot of themselves detect bias in predominantly 
one direction (COOK & LEVITON, 1980; JACKSON, 1980). Neither co ding nor statis­
tical analysis take care of this problem. So even if results across studies seem similar, 
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they should be critically analyzed to detect possible methodological flaws common to all 
(GUSKlN, 1984; HEDGES, 1984; JACKSON, 1980; SLA VIN, 1984). 

Apart from this the analysis of covariation may prove difficult because the number of 
studies per coded category is not large enough (COOK & LEVITON, 1980; 
JACKSON, 1980). Furthermore, studies excluded from the meta-analysis for reasons of 
insufficient statistical information are frequently also the ones methodologically worst, 
causing a restriction of the range of quality covered, consequently making the results of 
the statistical analysis questionable (WORTMAN, 1983). As BRYANT and WORT­
MAN (1984) suggest, the decision on whether to use the aIl-inclusive or selective ap­
proach should depend on the range of methodological quality present in the particular 
research domain being reviewed. 

MINTZ (1983) points to another difficulty. The meta-analyst is usually interested in 
the relations between various variables. Therefore the conclusion that quality is not re­
lated to effect size should rest on the fact that it does not affect the relationship between 
these variables, and not by establishing that quality is nonsignificantly related to one of 
them, as is predorninantly done. 

Another aspect of the problem of quality does not immediately concern the primary 
studies. Co ding itself may affect the quality of the data. Valid and reliable co ding is diffi­
cult to achieve (JACKSON, 1980). Errors slip in when co ding and the problem of inac­
curate reporting is unresolved (GREEN & HALL, 1984; STRUBE & HARTMANN, 
1982,1983). Additionally, the quality of coding is influenced by reporting style and thor­
oughness. These differences can be confounded with actllal differences between study 
findings, making the interpretation of the analysis difficult (BULLOCK & 
SVY ANTEK, 1985). Furthermore, the categories for coding aspects of quality are often 
fairly broad and selective, thus precluding an exact and detailed analysis of their in­
fluence (WORTMAN, 1983). 

As before, critics fear that the apparent specificity of results lend. an unwarranted 
sense of security and precision to the findings of meta-analyses. For this reason the 
potential sources of bias should be discussed and analyzed in detail, stating decision 
rules explicitly, to ensure replicability, objectivity and enable the critical exarnination of 
statistical techniques used to deterrnine the effects of quality and design. 

The problems presented so far are not unique to meta-analysis but also confront the 
tradition al reviewer to a large extent. The meta-analyst, however, goes on to quantify 
and statistically analyze the sampie of studies selected. The methods involved are the tar­
get of what constitutes the third major category of criticism directed at the approach. 
Some of these have already been mentioned above, as they are applied to help solve the 
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problems encountered during these stages of the meta-analysis. Others repeatedly, 
criticized, will be summarized in the following section. 

3.3 Quantitative and statistical aspects 

The objections range from a general condemnation of the quantitative approach as 
such, to highly specialized criticism of the specific statistical theory and formula in­
volved, sometimes culminating in suggesting alternative synthesis approaches such as 
SLA VIN's (1986) best evidence synthesis or HAGER's (1985) approach emphasizing 
the evaluation of the validity of substantive hypotheses rather than concentrating on the 
testing of statistical hypotheses. The following discussion will concentrate on those as­
pects readily comprehensible by non-experts, e.g. wh at has become known as the apples 
and oranges problem, critical points concerning the effect sizes and other statistical 
problems of a more general kind. 

3.3.1 Mixillg apples alld oranges 

Just as controversial and as widely discussed as the issue of quality, the apples and 
oranges problem concerns the practice of meta-analysts to aggregate effect sizes across 
studies. Transforming study results to a common metric allows one to combine measures 
covering entirely different things (KULIK & KULIK, 1988). Critics argue that av­
eraging across diverse operationalizations of treatment (independent) and outcome (de­
pendent) variables results in combined effect sizes whose meaning is distilled, uninter­
pretable and difficult to fathom (KULIK, 1984; SLA VIN, 1984). For example, the inde­
pendent variable could be cooperative learning. What exactly co operative learning en­
tails in the individual studies might differ completely. The same applies to adependent 
variable such as achievement which could for example be measured as grade at the end 
of the year, as performance in a class test or on some standardized achievement test. 

The summation across diverse outcomes is considered the more serious part of the 
problem (KULIK, 1984). The conclusions drawn from these averages are usually 
presented in the form of statements of the following kind: the treatment groups show 
x,xx standard deviation superiority as compared to the control groups. But the pertinent 
question is, what do they actually show superiority of (KULIK, 1984; KULIK & 
KULIK, 1988). SLA VIN (1984) goes so far as to say that the conclusions reached add up 
to nothing more than the claim that a treatment designated as experimental groups has 
more positive effects than a treatment designated as control groups. 

Related to the above is the criticism of meta-analyses for using very broad definitions 
and tending to respond to questions no longer asked (COOK & LEVITON, 1980; 
MINTZ, 1983). Broad construct definitions entail the danger of disregarding theoretical 
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relevance while broad questions additionally lack practical relevance, both increasing 
the likelihood of confounded, uninterpretable results. 

GLASS, McGA Wand SMITH (1981) respond to these arguments by pointing out 
that only studies varying to a certain degree create the need forintegration. Good gener­
alizations are obtained by ignoring distinctions that make no important difference 
(GLASS, 1983). The sensibility of averaging depends on the question asked, just as the 
distinctions made or ignored depend on the choice of object field and taxonomy, i.e. 
what is to be explained or understood and how the variables are defined (GLASS & 
KLIEGL, 1983). So, it might for instance be sensible to ignore the differences between 
various types of therapies if the question is whether some form of therapy is better than 
none. 

A practicable way to obviate these objections would be to use broad constructs, but to 
distinguish narrower constructs in the data analysis or presentation of results 
(HEDGES, 1986). The general way out proffered for all problems of heterogeneity 
whether of constructs, measures, study characteristics or quality, is to analyze sub­
groups comparable on theoretical or eonceptual grounds separately or by blocking, ex­
cluding or weighting them according to clear criteria (KULIK, 1984; ROSENTHAL, 
1984). SLAVIN (1984) maintains, however, that heterogeneity is more often ignored 
than explored as recommended. Pooled, single, inadequately explained and oversimpli­
fied effect sizes are emphasized with a tendeney to gloss over details and a resulting 10ss 
ofinformation (ROSENTHAL, 1984). 

In the same vein crities comment on meta-analysts' overemphasis of statistical details 
rather than foeusing on critical substantive issues specific to the field being integrated 
(HAGER, 1984; SLA VIN, 1984). 

In general, critics seem to feel that meta-analysis could make a more useful contribu­
tion if more attention were given to the methodology and substance of studies as well as 
to the questions or hypotheses it is intended to answer rather than tending towards blind 
empiricism (GUSKIN, 1984; HORNKE, 1983; STUBE & HARTMANN, 1982). The 
quantitative nature of meta-analysis eneourages a tendency to consider methodological 
and substantive problems as dealt with onee they have been coded, which ean lead to 
distortion and misinterpretation (GUSKIN, 1984; STRUBE & HARTMANN, 1982). 

Warnings that meta-analysis cannot replace thought, planning and intelligent dis­
eussion of crucial issues repeatedly accompany these criticisms together with the indica­
tion that meta-analytic findings can only enhance and aid the interpretation, not deter­
mine it (SLAVIN, 1984; STRUBE & HARTMANN, 1982). 
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Problems created by aggregating effect sizes across studies can be solved more or less 
satisfactorily. This is not the case for other critical aspects encountered with effect sizes. 

3.3.2 Effect sizes: non-independence and other critical aspects 

One of the more persistent problems pertaining to effect sizes concems the issue of 
non-independence or so-called 'inflated N' . Individual empirical studies frequently test 
several hypotheses on the same sampIe of subjects. More than one effect size can thus be 
calculated per study. These are not independent and artificially inflate the sampIe size 
(N) if they, instead of studies, are used as unit of analysis (GLASS, 1977; GLASS, 
MeGA W & SMITH, .1981; GREEN & HALL, 1984; HEDGES, 1986; KULIK & 
KULIK, 1988; ROSENTHAL, 1984; STRUBE & HARTMANN, 1982). Another 
form of non-independence can arise when individual studies were conducted by the 
same researcher or originate from the same laboratory or team. Ideosyncratic methodol­
ogy, atypical and regional sampIes of subjects or experimenter bias may lead to a sampIe 
of studies not truely independent (HEDGES, 1986; ROSENTHAL, 1984; STRUBE & 
HARTMANN,1982). 

Both types of non-independence create persistent and as yet unsolved difficulties in 
the statistical analysis. Estimating the error contained in the statistics describing the 
data-set is problematic, determining the true correlation among study features nearly im­
possible. As the data fail to meet assumptions for valid significance testing and re­
gression analysis these have to be interpreted with extreme caution (GLASS, MeGA W 
& SMITH, 1981; GREEN &. HALL, 1984; HEDGES 1986; KULIK, 1984; KULIK & 
KULIK,1988). 

Another widely discussed problem of effect sizes concems the formula used to calcu­
late them. The difficulty sterns from the fact that primary studies lack a common metric 
and use diverse designs (JACKSON, 1980). The formula are criticized as not giving un­
biased estimates (HEDGES, 1980) or for ignoring various critical factors (for detailed in­
formation refer to the lucid exposition by KULIK & KULIK, 1986). 

Especially deplored is the widespread tendency to overlook the need for a variety of 
formula to calculate effect sizes and standard errors and neglecting the critical distinc­
tion between interpretable and operative effect sizes introduced by Cohen (KULIK & 
KULIK, 1986, 1988, 1989; also cf. COOPER, 1981; GLASS, MeGA W & SMITH, 
1981). While interpretable effect sizes calculated from differently designed studies are 
conceptually equivalent and interpreted on a common scale, operative effect sizes are 
not (the standardizing units differ). This causes artifactual relations between effect sizes 
and experimental design. On top of this, variations in the choice of metric result in sub­
stantially different effect sizes (McGAW & GLASS, 1980). Therefore, to achieve un-

24 



flawed analyses and conclusions, interpretable effect sizes using formula which take 
'study design, sampie size and test statistic into account and are expressed in the common 
metric of final status scores have to be calculated. As McGA Wand GLASS (1980) point 
out, usingfinal status as scale has three advantages: 1) it is readily interpretable and phe­
nomenologically relevant; 2) it is more reliable than using derived measures and 3) 
findings expressed in other scales can be converted to final status measures but not vice 
versa. 

In general, to be interpretable the effect size must be meaningful to the statistically un­
sophisticated, be transportable and comparable across different designs and measures 
(KRAEMER & ANDREWS, 1982). Effect sizes are descriptions ofthe degree to which 
a relation departs from the null state (COOPER, 1981). However, ROSENTHAL 
(1984) doubts that the practical importance of effect sizes is clear even to statisticians. 
To make it intuitively meaningful he developed the binomial effect size display which 
shows the percentual changes in success rate due to treatment (cf. ROSENTHAL, 1982; 
ROSENTHAL & RUBIN, 1982b). To ass ist the interpretation of the effect sizes 
Cohen's quantitative classification scheme for small, medium and large values is some­
times called upon (COOPER, 1981; WORTMAN, 1983). The general wisdom of this 
practice is considered doubtful (COOPER, 1981; GLASS, McGA W & SMITH, 1981; 
WORTMAN, 1983). To obtain a meaningful interpretation of an effect size one should 
rather compare it to the magnitudes of effect sizes previously obtained in the research do­
main (normative approach) or use experts to assess the practical significance of the value 
Gudgemental approach) (COOPER, 1981; SECHREST & YEATON, 1981; 
WORTMAN , 1983; also cf. KENDALL & MARUY AMA, 1985). 

The discussion of the methodological problems encountered in meta-analyses tends 
to become increasingly technical. Interested readers should consult the original papers 
as the main aim of the present one is not to develop guidelines for potential meta­
analysts, but to alert the consumers of meta-analyses to difficulties encountered and 
identified. 

3.3.3 Critiqlle of techniqlles and focus 0/ the statistical analyses 

The actual statistical techniques applied in meta-analyses vary and experts do not 
agree as to which are the most appropriate. The standard package includes estimating a 
combined prob ability , average effect sizes, stability of results and factors associated 
with differential treatment outcomes (STRUBE & HARTMANN, 1982). For each of 
these purposes a variety of procedures is available. The problem facing both conductors 
and consumers of meta-analyses is that to date there is little firm basis for evaluating the 
relative utility and appropriateness of these alternatives (DRINKMANN, 1990; 
STRUBE & MILLER, 1986). 
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Conventional statistical procedures such as ANOVA, t-test or regression analysis are 
considered inappropriate because meta-analytic data do not meet the criteria necessary 
for their valid application (GLASS, McGAW & SMITH, 1981; GUSKIN, 1984; 
HEDGES, 1984, 1986; HEDGES & OLKIN, 1985; STRUBE & HARTMANN, 1982). 
Alternative approaches developed in part to circumvent these problems (e.g. HEDGES 
& OLKIN, 1985; HUNTER, SCHMIDT & JACKSON, 1982; ROSENTHAL, 1984; 
SLA VIN, 1986) are in turn criticized, in particular by KULIK and KULIK (1986, 1988, 
1989), among other things for advocating inappropriate statistical methods and formula 
for testing the influence of study features on outcomes and calculating effect sizes. 

BANGERT-DROWNS (1986) identifies five forms of meta-analytic methods cur­
rently in use which he differentiates according to differences in purpose, unit of analysis, 
treatment of study variations and outcomes of the analysis. These five approaches also 
reflect the gradual evolution and refinement of methodology triggered by criticism of 
the former techniques. 

However, categorizations tend to obscure the fact that these strategies are not ne ces­
sarily mutually exclusive (PILLEMER & LIGHT, 1980). They can be used in parallel to 
investigate whether similar conclusions are obtained from each, which seems a sensible 
thing to do as long as the methodological issues associated with each are not solved. In 
fact, DRINKMANN (1990), after systematically comparing meta-analytic findings ob­
tained when analyzing the same database by different statistical methods, concludes 
that taking a multi-method approach in meta-analysis is advisable (also cf. STRUBE, 
GARDNER & HARTMANN, 1985). 

Another aspect frequently criticized is the focus on main effects and the assessment of 
only relatively direct evidence on a topic. Interaction effects also reported in the primary 
studies are largely ignored, the reason being that few of these involve the same or com­
parable factors, e.g. while one study might investigate the differential influence of prior 
knowledge or motivation on experimental effects, others might concentrate on the in­
fluence of gender, socio-economic status or type of school subject (CO OPER & 
ARKIN, 1981; GREEN & HALL, 1984). Ignoring interaction effects is problematic, be­
cause then the reader does not even know they exist. They should at least be reported. 
The theoretical variables involved can also be coded as study feature (GREEN & 
HALL, 1984). Disaggregating studies according to these at least reflects a sensitivity to 
the problem (CO OPER & ARKIN, 1981) and re duces the likelihood of concentrating 
on the examination of nominal, demographic or gross empirical characteristics when 
searching for possible moderators of effect sizes (COOK & LEVITON, 1980). In re­
sponse to the as yet unsatisfactory handling of interaction effects in meta-analyses 
DRINKMANN (1990) developed more or less practicable alternative techniques to ap­
proach the problem, which readers should refer to if interested. 
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Conflicting findings result from differences in treatment, setting and participant char­
acteristics as weH as design and analysis features of primary studies (JACKSON, 1980; 
LIGHT & PILLEMER, 1980). Additionally, the use of different formula for caiculating 
effect sizes can produce confounding variation. Statistical techniques applied in meta­
analyses can neither identify specific features as causes of between study variations in ef­
fect size nor can they untangle inherently correlated (confounded) events (JACKSON, 
1980; HEDGES, 1986; MINTZ, 1983). They can only help indicate which aspects could 
sensibly be examined experimentaHy as possible mediators of results. In this connection 
the danger of over-interpreting or over-analyzing the results is pointed out. To avoid the 
problem, the heterogeneity of the data should be established before searching for medi­
ating variables, i.e. the observed sampie variance should be greater than the variance 
that can be expected solely due to chance variations (FRICKE & TREINIES, 1985; 
GREEN & HALL, 1984). 

A problem frequently overlooked is the capitalization on chance (KULIK & KULIK, 
1989). Meta-analysis usually involves the co ding and analysis of dozens of variables. 
Therefore chance alone will provide so me statistically significant relations (BULLOCK 
& SVY ANTEK, 1985), or as HEDGES (1986) puts it, there is a definite limit to the nu m­
ber of tests that can be supported by a given collection of studies. The analyses should 
thus all be reported to enable an estimate of the potential gravity of the issue. One 
possible way of coping with the problem is to develop the hypotheses to be tested before 
coding and to restrict co ding to the relevant variables (BULLOCK & SVY ANTEK, 
1985; HEDGES, 1986). A related aspect one should keep in mind is that as the number 
of studies increases so does the likelihood of credible significant conclusions based on 
spurious findings (BULLOCK & SVY ANTEK, 1985; ROSENTHAL, 1984). 

Conclusions reached by meta-analyses are misleading and imprecise if statistical tech­
niques or formula are misapplied (HEDGES & OLKIN, 1985; STRUBE, GARDNER 
& HARTMANN, 1985; STRUBE & HARTMANN, 1983; KULIK & KULIK, 1989). 
But even if this were not the case, the question of their generalizability has as yet not 
been solved satisfactorily. It is not clear whether the studies reviewed can be looked 
upon as a representative, random, unbiased sampie or whether they should be con­
sidered as the universe of studies (JACKSON, 1980; MINTZ, 1983; STRUBE & 
HARTMANN, 1983). 

Furthermore, the unit of analysis is usually either the study or the study findings. It is 
not clear whether this allows the generalization of conclusions to people (MINTZ, 
1983). According to LIGHT and PILLEMER (1984), by including all studies available 
on a subject one can generalize to the population of study outcomes. To generalize to a 
larger population of individuals the studies reviewed have to use representative sampies 
of participants. However, whether one will be able to generalize at all depends on the va-
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lidity and reliability of an steps involved in the research integration as wen as the clarity 
of the definitions of the constructs concerned. 

To so me extent the arguments voiced for or against the meta-analytic approach re­
semble and remind one of the wellknown protracted controversy between proponents 
of qualitative and quantitative methodology. Aresolution of the conflict is not in sight, 
but adefinite weakening of the respective fronts (cf. CAMPBELL, 1987; FROMM, 
1990; LAMNEK, 1988; LINDBLOM, 1987; REICHARDT & COOK, 1979; REST­
IVO & LOUGHLIN, 1987; WORTMAN, 1983b). The advocates on either side are be­
ginning to see that the limitations of the one may be the benefits of the other and that the 
antithesis could be used profitably. 

A similar insight is prevalent in reviewing circles. The quantitative and qualitative ap­
proaches complement one another (cf. CHELIMSKY & MORRA, 1984; COOK & 
LEVITON, 1980; CO OPER & ROSENTHAL, 1980; HEDGES, 1986; LIGHT & 
PILLEMER, 1982; SLAVIN, 1984, 1986). Using both will improve the process of re­
search integration. On the one side there is the realization that some things cannot be 
quantified without considerable loss of practical relevance and information, on the 
other that techniques applied and conclusions reached can benefit from the consider­
ation of the concepts of reliability and validity. 

Both concepts are regarded as essential in evaluating quantitative, empirical re­
search. Not surprisingly, the focus is similar when determining the quality of meta-analy­
ses. For this reason some of the issues involved will be summarized in brief. 
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4: Issues of reliability and validity 

All the objections to and criticisms of meta-analysis mentioned so far can in fact be re­
garded as problems concerning its reliability and validity. The two concepts just provide 
a different more theoretical framework or perspective for essentially the same difficul­
ties. 

In the present context the issue of reliability and validity can be approached on two 
levels: that of the primary study and that of the meta-analysis itself, the latter being the 
primary focus of the present discussion. The two levels are not independent. As indi­
cated by the heated debate on the inclusion or exclusion of 'bad' quality studies, relia­
bility and validity are considered crucial factors affecting the quality of meta-analyses. 
The concepts of reliability and validity cannot strictly be separated either, reliability 
being a necessary but not sufficient condition for the validity of a study. Nonetheless, the 
two will be discussed independently as far as possible. 

To recapitulate: meta-analysis was conceptualized as involving aseries of stages, each 
requiring specific decisions: problem formulation; definition of constructs; sampling, se­
lection and co ding of studies; data analysis and interpretation; and publication. The 
question of reliability and validity can be addressed to each of these. 

4.1 Reliability 

Reliability refers to the consistency, stability and replicability of procedures and 
measurements, i.e. will the same or similar results be obtained when the same pro ce­
dures and measurements are repeatedly employed. Evidently one condition for relia­
bility can be fulfilled by ensuring that meta-analytic reports contain enough information 
on strategies and decision rules to allow replication (cf. section 3.1 on objectivity). The 
issue most often discussed under the heading of reliability, however, is the accuracy of 
measurement. 

Measurement in meta-analysis is the quantification and co ding of study characteris­
tics (GLASS, McGAW & SMITH, 1981). Consequently, much thought has gone into 
how to improve this process. Suggestions range from advising critical discussions with 
colleagues about the variables to be coded (ROSENTHAL, 1984) to developing exten­
sive code books, training coders, conducting pilot-studies on coder-source reliability to 
improve code books if necessary, retraining coders and rechecking reliability (MATT, 
1989; STOCK, OKUN, HARING, MILLER, KINNEY & CEURVORST, 1982). The 
rating of study quality needs special attention, its reliability being difficult to achieve, es-
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pecially if overall quality judgements are required rather than rating specific aspects 
(FISKE, 1983; STOCK, OKUN et al. , 1982). 

As ORWIN and CORDRA Y (1985) point out, however, no amount oftraining or im­
proving co ding rules can eliminate disagreements due to deficient microlevel reporting, 
i. e. the clarity, completeness and adequacy of the individual investigator's report. More­
over, the authors were able to show that the reliability varied considerably across co ding 
items, thus casting doubt on the usual practice of reporting average or global indices of in­
tercoder agreement, reliability or consistency. Furthermore, the confidence raters had 
in their judgements varied in a corresponding way. Thus, uncertainty leads to unreliable 
coding. Omission of information in primary studies leads to the specification of coding 
conventions which might consistently over- or underestimate true values. In addition, 
meta-analysts would be hard put to correct and diagnose recording errors in primary 
studies which typically occur at a rate of 1% but can on occasion reach 48% 
(ROSENTHAL, 1984), quite apart from the fact that they themselves are also bound to 
make some inadvertent calculation and editing rnistakes (cf. CORDRAY & ORWIN 
(1983) and HEDGES (1986); for possible ways to counteract these deficiencies; 
BRYANT & WORTMAN (1984) discuss possible problems of bias encountered in the 
process). 

Although investigations of the reliability of meta-analyses seem to concentrate on the 
co ding stage, some other aspects have also been studied. MA TI (1989) exarninecl the re­
li ability of four decision rules frequently employed for selecting primary study effect 
sizes: conceptual redundancy, co der agreement, outcome reliability and outlier trunca­
tion rules. The necessity to select arises from the fact that studies often have several treat­
ment and control groups, measured at different points in time, resulting in multiple re­
dundant effect sizes (compare 'inflated N', p.24). Apart from not being specific enough 
to allow accurate replication, the decision rules lead to different average effect size 
values, thus once more stressing the need for explicit and detailed publication of rules to 
guide the complex decisions coders have to make. 

Even though it is difficult to determine the reliability oflocating studies or study retrie­
val (ROSENTHAL, 1984), factors influencing the accuracy ofjudgements concerning a 
study's relevance for a meta-analysis have been exarnined (CO OPER & RIBBLE, 
1989). Although the results were not conclusive, the accuracy of relevance judgements 
appears to profit from previous experience in searching for literature and publishing re­
views. High conceptual complexity and tolerance of ambiguity on the part of the 
searcher also seems to enhance the process as weil as having the abstract rather than just 
the title as source of information. 

All in all, the problems of reliability appear to be far from solved and more complex 
than evident on first sight. Unreliable data can jeopardize the validity of the whole meta-
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analysis. Therefore the least one should expect of meta-analytic reports is that they pro­
vide detailed information on all procedures and rules employed, discuss problems en­
countered in coding and with primary study reporting practices, and present reliability 
coefficients for the individual items coded rather than just average indices. 

4.2 Validity 

The concept of validity refers to the question of the true meaning of the variables 
coded, measured or analyzed (GLASS, McGAW & SMITH, 1981), i.e. are those things 
theoretically intended really being tested or investigated. As co ding provides the basic 
data for this process it should present an accurate picture of the literature on the research 
topic (KULIK & KULIK, 1989). Truth can, however, only be approximated, never 
definitely established (COOK & CAMPBELL, 1979). 

It is not the intention here to enter deeply into the complex theoretical discussion on 
validity types and their interrelationships nor to expostulate on which 'labels' to use for 
practically identical issues of validity (for details cf. BRINBERG & McGARTH, 1982; 
COOK & CAMPBELL, 1979; FRICKE & TREINIES, 1985; JUDD & KENNY, 1982; 
WORTMAN , 1983b). The terminology employed by COOK and CAMPBELL (1979) 
seems adequate to ex amine the two questions of primary interest when exploring the va­
lidity of studies: Were the outcomes really caused by the interventions? For which per­
sons, settings, treatment and outcome variables do the effects hold? The first refers to 
issues of internal and statistical conclusion validity, while the second concerns construct 
and extern al validity. 

Even more than in the case of reliability, the validity of a meta-analysis depends on 
the quality of the individual studies in this respect. The two levels are inextricably entan­
gled. On the one hand study features potentially threatening or enhancing the validity 
constitute a large portion of the items coded, thus directly influencing the validity of 
meta-analyses which use these fas independent, blocking or stratifying variables. On the 
other hand the validity types are employed as selection and exclusion criteria of studies 
(cf. SLAVIN, 1986; STRUBE & HARTMANN, 1982, 1983). So, for example, 
WORTMAN and BRY ANT (1985) suggest using the extern al and construct validity of a 
study to determine its relevance for the meta-analysis and then the internal and statis­
tical conclusion validity of the relevant study to determine its acceptability for the analy­
sis (cf. BRYANT & WORTMAN (1984) for an empirical examination of the conse­
quences of using this exclusionlinclusion procedure). 

Except for the first position, this order of selection has similarities with the relative 
priorities among types of validity proposed by COOK and CAMPBELL (1979) for ap­
plied research: internal validity, external validity, construct validity of effects, statistical 
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conclusion validity and construct validity of causes. The validity types are interrelated. 
Trying to increase one will probably decrease another (also cf. BRYANT & 
WORTMAN, 1984). In order to minimize trade-offs their relative importance should 
be determined subject to the specific purpose of the study. To accomplish this, one will 
have to know wh at the various validity types refer to. 

4.2.1 Internal validity 

Internal validity concerns the actual research process, the quality of the design used, 
the correspondence between theory and its implementation. The question of causal at­
tribution is of primary importance. Was, for example, a study conducted in such a way as 
to allow the conclusion that the experimental intervention caused the outcome and not 
some other competing or confounding factors? 

In meta-analyses the internal validity of the reviewed studies has been the main focus 
of discussions. All important aspects of the internal validity of primary studies should be 
coded so that their possible influence on results can be analyzed. Most important among 
these are the adequacy of assignment rules or selection, the control techniques or groups 
employed and instrumentation problems. Any threat to the internal validity of primary 
studies can potentially invalidate meta-analyses, e.g. if an independent variable corre­
lates with an assignment variable confounding is bound to occur. Any systematic bias 
will cause problems for the meta-analysis (cf. section 3.2 on bias). The detailed evalua­
tion of the internal validity of the reviewed studies is thus aprerequisite for ensuring the 
internal validity of the meta-analysis. 

Decisions made in the course of the reviewing process itself also affect the internal va­
lidity of the integration. Foremost among these are the issues discussed under the head­
ing of reliability which can be looked upon as problems of instrumentation and selec­
tion. What features are coded, what effect sizes included, which of several types of con­
trol groups possibly used in the primary studies is chosen as reference and what criteria 
employed for study selection are some aspects bound to influence the adequacy with 
which meta-analytic hypotheses are tested. 

Closely linked to the problem of reliability and intern al validity are the matters dis­
cussed under the Jabel of statistical conclusion validity. Both concern the design of 
studies, but whereas internal validity focuses primarilyon the question of systematic 
bias, statistical conclusion validity explores the question of random errors (COOK & 
CAMPBELL, 1979). 
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4.2.2 Statistical conclllsioll validity 

The issue investigated under the heading of statistical conclusion validity is whether 
appropriate statistical techniques have been used for the analysis of data. Were the as­
sumptions met? Does the method parallel the question asked? 1s it pO\verful enough to 
detect relationships between independent and dependent variables, should these exist? 

Unless primary studies are adequate in trus respect, a meta-analysis cannot be ex­
pected to deliver valid conclusions. But equally important are the techniques employed 
in the meta-analysis itself. Judging from the amount of literature published, this seems 
to be the validity type meta-analysts have been concerned with predominantly (cf. sec­
tion 3.3 on the criticism of the quantitative and statistical aspects of meta-analyses). 

Numerous articles have been published on the appropriateness of meta-analytic 
techniques (e.g. DRINKMANN, 1990; FRICKE & TRE1NIES, 1985; HEDGES, 
1980, 1982a, 1982b, 1983, 1986; HEDGES & OLKIN, 1985; KRAEMER & 
ANDREWS, 1982; KULIK & KULIK, 1986, 1988; RAUDENBUSH & BRYK, 1985; 
ROSENTHAL, 1978, 1979; ROSENTHAL & RUBIN, 1982a, 1982b, 1982c, 1986; 
.STRUBE & M1LLER, 1986). Reliability of data, another prerequisite of statistical con­
clusion validity has been the subject of several studies (e.g. COOPER & RIBBLE, 
1989; MATT, 1989; STOCK, OKUN et al., 1982). Others call attention to the fact that 
the statistical techniques employed in meta-analyses may have low power to detect 
moderators of effect sizes (KEMERY, MOSSHOLDER & DUNLOP, 1989; 
KEMERY, MOSSHOLDER & ROTH, 1987; SACKETT, HARRIS & ORR, 1986; 
SPECTOR & LEV1NE, 1987). Assuming mistakenly that no moderators exist (Type II 
error) leads to the inappropriate conclusion that the relation between variables of inter­
est is weil understood, whereas the inappropriate search for moderators (Type I error) 
would be less grave (SACKETT, HARRIS & ORR, 1986). 

It seems as though WALBERG's (1984) criticism of largely neglecting threats to trus 
type of validity other than power, reliability and error rate could apply in the case of 
meta-analyses as weil. His list of additional potentially invalidating aspects ranges from 
the effects of leveling and compositing to problems of units of analysis and incomplete­
ness of variable sets. Some of these issues have, however, been the subject of critical dis­
cussions (cf. ORWIN & CORDRA Y, 1985). 

Leveling and compositing of variables can conceal relations between them and mask 
their specificity. This links up to the problem of mixing apples and oranges wruch can, 
however, also be regarded as being largely a problem of construct validity. 
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4.2.3 COllstruct validity 

Construct validity concerns the extent to which theoretical variables have been suc­
cessfully operationalized and measured. COOK and CAMPBELL (1979) divided this 
type into two subcategories. Construct validity of causes refers to the appropriateness 
with which the theoretical treatments, populations and settings have been translated 
into experimental procedures and sampling. Construct validity of effects refers to the 
adequacy with which theoretically intended outcomes can be measured by the 
techniques employed. 

The adequacy of these implementations can only be determined with reference to the 
theoretical variables involved and the quest ions being investigated. As before, on the 
level of the primary studies the problem is largely one of co ding the relevant features to 
allow the investigation of the influence of various operationalizations on effect sizes. 

On the level of the meta-analysis the question of construct validity is closely allied to 
the apples and oranges debate. The sensibility of classifying various implementations of 
the independent and dependent variables into one category depends on the hypotheses 
the meta-analysis wishes to test and generalizations intended to be made (cf. section 
3.3.1). Using very broad and heterogeneous categories will reduce the specificity of the 
results by obscuring particular relations and effects. Using narrow definitions will re­
strict the generalizability. The intentions of the meta-analyst will determine which ap­
proach to use (BRYANT & WORTMAN, 1984). For the consumer of the review it is 
important to know how the individual summarized studies have operationalized the re­
spective concepts, for only then will the reader be able to form an opinion on the scope of 
the review. This has important implications for the practical relevance of the conclusions 
reached. 

Both construct and external validity are concerned with specifying the contingencies 
on which a causal relationship depends. According to COOK and CAMPBELL (1979) 
the main difference between the two is that construct validity is directed at the. more the­
oretical aspects, while extern al validity is aimed at real target populations of settings, 
persons and times. 

4.2.4 Extemal validity 

External validity concerns the import of study results for some body of knowledge ex­
ternal to the specific study, i.e. the robustness of its findings (BRINBERG & 
McGARTH, 1982). Can one generalize to populations, settings, treatments and 
measurements other than the particular ones used in the studies? Is the substantive 
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domain adequately represented? Do the findings hold when other methods are em­
ployed? 

These issues are often obscured on the level of individual studies (WORTMAN & 
BRY ANT, 1985). The meta-analysis can fulfil this crucial task by including studies with 
diverse sampies, diverse operationalizations of theoretical constructs, diverse methodol­
ogical approach es and settings. It can help identify which implementations are most ef­
fective. The heterogeneity indicated, takes the discussion back to the debate o~ mixing 
apples and oranges, i.e. aggregating effect sizes over diverse study findings or stratifying 
according to specific factors to obtain homogeneous subgroups, thus in fact reducing the 
debate over external validity to a statistical test of the homogeneity of variance 
(WORTMAN, 1983). 

What strategy will serve the meta-analyst best, depends on the questions addressed 
(BRYANT & WORTMAN, 1984). What the consumerneeds to know and understand 
fully to evaluate the practical relevance of the meta-analysis is the nature and limitations 
of the research domain reviewed (BULLOCK & SVY ANTEK, 1985). The generaliza­
tion domain is defined by the indusion criteria, the theoretical content domain in which 
the hypotheses are tested, details on research design, sampie sizes, demographic vari­
ables, operationalizations of concepts, in fact by precise information on all coded items, 
presenting a comprehensive, descriptive picture of all study features and characteristics. 

An interesting perspective on the validity of studies also touching the question of prac­
tical relevance is the concept 'of prior validities employed by BRINBERG and 
McGARTH (1982). This concerns the values, criteria or standards used to select el­
ements and relations from substantive domains as important and legitimate objects of in­
vestigation. Something similar is implied by what ORWIN and CORDRA Y (1985) 
refer to as quality of macrolevel reporting: the customary reporting practices of a particu­
lar domain influencing what variables are conventionally, rarely or never reported or in­
vestigated and their customary operationalizations, both possibly limiting the scope of 
the meta-analysis. The publication policy followed by scientific journals is another 
related aspect. 

Here the boundary between social science and social policy becomes indistinct. Scien­
tific work is influenced by the the unwritten ·laws' of the mainstream of ideology and so­
cial politics, fads and dislikes, ideas and 'pet theories' prevalent in the scientific com­
munity. Neither the meta-analyst nor the consumer can escape these social influences. 
They find expression in the studies undertaken and published, consequently also in the 
research integration. As GOOD (1983b) points out, research does not take pi ace in a va­
cuum. Researchers study what they perceive as currently important and that for which 
fun ding is available. 
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Whether consumers will find material relevant to their concerns and practical prob- ' 
lems will depend on whether these have been examined by the scientific community. 
Even should they have been, they will have to re me mb er that the variables investigated 
are not all-encompassing but were selected by scientists working within a specific social 
context and sphere of influence. As MEEHL (1978, p.807) bitingly formulates: "in soft 
psychology theories rise and decline, come and go, more as a function of baffled bore­
dom than anything else; and the enterprise shows a disturbing absence of that cumula­
tive character that is so impressive 'in disciplines like astronomy, molecular biology or 
genetics." As WALBERG (1984) points out with reference to educational research, the 
number of possible causes of a given educational effect is indefinitely large. So even if re­
li ability and validity of the meta-analysis seem adequate there is no guarantee that the 
variables reported represent adequately all those potentially relevant for the substan­
tive domain. 

A judgement on the general practical relevance of meta-analyses cannot be made on 
the basis of personal substantive interests. The fact that meta-analyses do not appear to 
be available on the topic of primary interest cannot be interpreted as ci general defi­
ciency in their practical relevance as such. It is rather an indication thai: persons conduct­
ing meta-analyses have their own specific fields of interest. 

If, however, consumers find a meta-analytic study relevant to their interests and are 
not experts on the approach themselves, they will have to follow some sort of guidelines 
on how to evaluate the study, else they would not be keeping to the critical stance propa­
gated by the meta-analysts themselves. 
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5 Guidelines for evaluating meta-analyses 

The aim of previously published guidelines is either to help potential meta-analysts to 
avoid invalidating factors or to present readers with a framework for evaluating the 
quality of a synthesis, the primary focus of either being the potential meta-analyst as 
reader. 

Apart from specific guidelines, articles frequently allude to minimum requirements 
needed to be met by meta-analytic research reports (e.g. FRICKE & TREINIES, 1985; 
HUNTER, SCHMIDT & JACKSON, 1982; JACKSON, 1980; SLAVIN, 1984, 1986; 
STRUBE & HARTMANN ,1982,1983). Some feel that possibly the best way to ensure 
the quality of meta-analyses and increase confidence in the validity of their conclusions 
is to reanalyze., replicate or criticize them routinely (e.g. BULLOCK & SVYANTEK, 
1985; CORDRAY & ORWIN, 1983; FISKE, 1983; GREEN & HALL, 1984; KULIK, 
1984; STRUBE & HARTMANN, 1983). 

As guidelines represent optimal criteria which meta-analyses should try to meet, and 
according to CO OPER (1982) rarely can attain, they refer both to the aims of meta-ana­
lyses and aspects limiting their attainment. The information presented so far is thus also 
to a great extent the content of guidelines. 

CO OPER (1982) published one ofthe first and most frequently mentioned guidelines 
for conducting integrative research reviews. Based on the conceptualization of integra­
tive reviewing as a research project involving five stages (problem formulation; data col­
lection; data evaluation; analysis and interpretation; public presentation), it discusses 
ten threats to the validity of meta-analytic conclusions, two for each stage, engendered 
by the methodological choices a review er is required to make. Along with these he pre­
sents suggestions on how to protect the validity of the review. Making no claim to com­
pleteness and expecting the number of threats identified to increase, he adds one more 
to the list himself in a later publication (COOPER, 1984). 

Rather than focusing on specific stages and potential sources of invalidity associated 
with each, other guidelines direct the reader's attention more generally toward limita­
tions and pitfalls inherent in the approach in the shape of questions or requirements a 
meta-analyst should have considered or fulfilled 'in the process, i.e. what COOPER 
(1982, 1984) discusses under the heading of protecting validities. These issues can, how­
ever, roughly be classified as related to particular stages of the meta-analysis. 

Although basically corresponding to Cooper's, the six stages used by JACKSON 
(1980) in his study analyzing the methodology of reviews seem preferable (selection of 
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hypotheses; sampling; presenting the characteristics of the primary studies; analyzing 
primary studies; interpreting results; reporting). The major difference, apart from slight 
shifts in the scope of the phases, is the splitting of analysis and interpretation into two sep­
arate steps. Doing so emphasizes the difference between efforts to reduce data to an in­
terpretable form, enabling one to draw inferences from the studies, distinguishing syste­
matic patterns from noise or chance, and efforts to draw conclusions from these results 
concerning their implications for policy, theory and future research. This distinction 
seems sensible considering that one of the aims of meta-analyses is to present sum­
marized research evidence in a practically useful form to an consumers of research (cf. 
sections 2.1 & 2.2) 

LIGHT and PILLEMER (1984) present and discuss a checklist of ten questions for 
evaluating reviews, applicable to both scientific and policy research. Of these questions 
one concerns the purpose of the review, two pertain to sampling and selection adequacy, 
six refer both to co ding issues and the subsequent analysis of their influence on beween 
study variations and finally one to the implications of the review for future research. 

BULLOCK and SVYANTEK (1985) developed a list of 14 criteria for evaluating 
. meta-analytic research based on problems encountered during a review and replication 
attempt of a meta-analysis. Of the criteria, representing quality standards acceptable 
meta-analyses should meet, two concern the theoretical domain from which and in 
which hypotheses are formulated and tested, three refer to search and selection 
strategies, four to coding practices, one to analysis problems, three to interpretational 
aspects and six in an to reporting practices, five of which overlap with the previous 
phases. 

The latest guidelines are provided by KULIK and KULIK (1989). They formulated 
six questions, discussed at length in four sections, involving a variety of factors readers 
should attend to when wanting to distinguish between good and poor meta-analyses. 
The aspects considered were developed not only to guide their own review of meta-ana­
lytic literature, but also for others with similar intentions or persons wishing to conduct 
their own meta-analyses. Two of the questions concern the location and selection of 
studies, one refers to co ding and three to statistical or quantitative problems. 

Evidently these guidelines an cover similar ground and do not present essentially new 
information. They differ largely with respect to the weight given problems relating to the 
various stages. All in all coding, sampling and analysis tend to receive most attention. 
The focus on reporting issues is an indication that the guidelines are addressed primarily 
to meta-analysts. Another pointer in this direction is that the interpretation or generali­
zation stage is largely neglected. 
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From the consumer's point ofview the whole process of evaluation depends almost en­
·tirely on adequate reporting. Unless information is available, there is no way ofjudging 
in what manner known limitations or pitfalls have been avoided or handled by the re­
vi ewer. Omissions in the meta-analytic report, for example of vital coded data, can be 
looked upon as not having been taken into account in the integration, for one can hardly 
expect the reader to go to the trouble of consulting all the primary studies reviewed in 
order to obtain the required information (as for instance SLA VIN (1984) does in his ef­
fort to evaluate the quality of several meta-analyses). Neither should it be necessary to 
write to the author to be able to critically evaluate the report, for example because de­
tailed information on essential procedural aspects has not been mentioned or the list of 
the reviewed literat ure is incomplete or missing. One of the recognized precepts in 
science is that reports on research should include enough information to allow their criti­
cal examination (HUNTER, SCHMIDT & JACKSON, 1982; JACKSON, 1980; 
MEINEFELD, 1985). 

Apart from this, the stand taken here is that from a practitioner's perspective there 
are specific priorities in evaluating the information contained in a meta-analytic report. 
It is contended that before going to the trouble of evaluating the meta-analysis as a 
.whole the practitioner should concentrate on the theoretical scope of the study and the 
domain of generalization, i.e. all matters concerning the construct and extern al validity 
ofthe review. These aspects are related primarily to the stages ofproblem formulation, 
sampling and coding. 

Should the scope of the study seem to cover the practitioner's interests adequately, 
the next matter to consider should be the conclusions or implications the reviewer has 
formulated, i.e. the interpretation stage. If these appear to be practically meaningful 
and relevant, the consuIher will have to attend to the question of internal and statistical 
conclusion validity. These issues concern the possible presence of bias or confounding 
variables, the appropriateness of the quantitative or statistical methods employed and 
the reliability of conclusions. These matters are covered primarily in the coding and ana­
lysis stages. 

The following recommendations will not present something entirely novel, but accen­
tuate different aspects and try to suggest ways of circumventing expert knowledge where 
this should be necessary, as for example when trying to evaluate the adequacy of specific 
statistical techniques or research designs. They do not lay claim to comprehensiveness. 
They are the result of personal experiences made in working with meta-analyses and 
should be looked upon as procedural tips rather than rigid principles to be followed un­
waveringly in all cases. The individual reasons for consulting a meta-analysis williargely 
determine which points receive primary attention. 
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5.1 Recommendations Oll how to evaluate a meta-analysis 

As indicated above, the evaluation process is subdivided roughly into two phases. The 
first concerns the practical scope of the meta-analysis while the second refers to what is 
usua11y conceived of as being the actual examination of the quality of a study: whether 
the relations identified are so for the assumed theoretical reasons or whether some other 
factors might be responsible for the effect. Only if consumers decide that the study is 
practica11y useful to them does a detailed analysis of the review's quality seem necessary, 
using the aims and limitations meta-analysts themselves have formulated for the ap­
proach as general guiding principles, i.e. applying the information summarized in the 
previous sections. 

Assuming that readers consult a meta-analysis with specific interests in mind, it fol­
lows that determining wh at exactly the review covers is foremost on their minds. It 
seems sensible, therefore, to begin the critical evaluation with aspects that help clarify 
the extent to which these interests and the scope of the study coincide. By first concen­
trating on the construct and external validity of the meta-analysis (cf: sections 4.2.3 and 
4.2.4), one will at the same time be able to form an opinion on its pra<;tical relevance for 
oneself, thus disposing of two tasks simultaneously. Furthermore,:should either the 
quality of these aspects or the degree of overlap be found wanting, one can decide to 
break off the evaluation process, saving time and effort. If, however, readers decide 
their interests are adequately represented, they will have to analyze the quality of the 
meta-analysis with respect to internal and statistical conclusion validity (cf. sections 
4.2.1 and 4.2.2) to ensure that the results and conclusions are trustworthy, valid and 
reliable. 

The first phase of the evaluation can be conceptualized as a screening process, identif­
ying whether the particular meta-analysis seems relevant to one's own purposes, thus 
worth the trouble of the second phase of evaluating the quality in detail. More specifi­
ca11y this means that one is first concerned with the variables investigated and whether 
subjects and settings in the primary studies correspond with one's own target popula­
tions. The second phase involves the comparison of the meta-analysis with the rigorous 
scientific standards the experts have set themselves. This implies that the basic require­
ment is intersubjective testability: a replication of the meta-analysis should be possible 
using the data presented in the report. Furthermore, it me ans that reviewers should 
show definite efforts to ensure the reliability and validity of their work by taking a critical 
and problem orientated attitude toward what they are doing. The more this self-critical 
stance is evident, the less details and problems are glossed over in a11 the stages of the re­
search integration, the more confidence one can have in the quality of the meta-analysis. 

Both phases are interrelated and concern the validity and reliability of the meta-ana­
lysis as a whole. While going through the screening phase one will inevitably be con-
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tT0nted with the question of the quality of these aspects. Already evaluating them during 
this phase enables one to refer back to these judgements when in the second phase one 
tries to form an overall estimate of the quality of the meta-analysis. 

5.2 Constl1lct and extemal validity 

Where in the meta-analytic report will one find the information relevant to the theore­
tical scope of the study and its generalization domain? What should be looked out for to 
evaluate its quality in this respect? Theoretically the stages involving problem formula­
tion, hypo thesis selection, co ding and interpretation are concemed. Practically, how­
ever, the information is scattered throughout the report in diverse passages, figures and 
tables. A certain amount of detective work will usually be necessary to glean the rele­
vant data from it. There is usually no way to avoid reading the complete report, unless its 
aim is obviously not wh at was hoped for with only the title or abstract to go by. 

It simplifies matters if, while reading, one keeps in mind the issues that help delineate 
the scope of the study and determine the quality. Apart from needing the definitions of 
the theoretical variables and their operationalizations, one has to determine the per­
sons, settings and times covered by the reviewed studies. For the sake of clarity the as­
pects will be discussed under the heading of the various reviewing stages, even though 
one might not find an exact counterpart of this structure in the actual meta-analytic 
report. 

5.2.1 Problem formulation and hypothesis selectio/l 

The aims formulated by meta-analysts and the hypotheses they intend testing give the 
first indication of the theoretical scope of the study. How can a non-expert judge the 
quality of this information? A workable approach is to analyze how critically and 
problem orientated the reviewer has gone to work. 

Attention to controversial issues in the field, mention of riyal or contradictory the­
ories or findings, discussion of possible confounding, intervening or moderating vari­
ables are indications of such an attitude. Relating the specific aims and hypotheses of the 
meta-analysis to these issues, explaining why these and not others were chosen, thereby 
placing the study in the general context of prior theoretical discussions, reviews or in­
fluential primary research, should enhance confidence in the theoretical framework 
outlined. 

If no attempt is made to explicitly define the theoretical construct variables relevant to 
the aims and hypotheses, readers should try to do so themselves, using all the informa-
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ti on presented in the report, e.g. in the formulation of the selection criteria, by inspect­
ing the coded items, or details mentioned in the discussion section of the report. 
Usually, one gains some impression of the theoretical framework the meta-analyst had 
in rnind. More often than not, however, instead of theoretical definitions one discovers 
the operationalizations of the relevant variables, thus an indirect indication of how the 
reviewer rnight have conceptualized them. So for example, instead of adescription of 
what theoretical models of intelligence are exarnined in the individual studies and what 
this implies, one rnight find a list of the tests used to measure this abstract construct, giv­
ing some impression of its conceptualization. 

5.2.2 Sampling alld selection 0/ studies 

Both the search strategy and the selection criteria give one a more concrete idea of the 
theoretical scope. The quality of these procedures depends to a large extent on the 
quality of the theoretical framework developed. 

Having heeded the diverse theoretical positions held in the domain, the terminology 
. used to locate relevant studies will have a greater likelihood of leading to a representa­
tive sampie. Confidence in the quality of the search is increased if various sources are 
consulted to find studies, if details of the procedure are presented, if possible sources of 
bias are discussed and taken into account (cf. sections 3.2.1 and 3.2.2). One should gain 
the impression that everything was done to ensure an exhaustive sampie, leaving no 
stone unturned to gain access to as much published and unpublished research as 
possible, e.g. searching various databases such as ERlC, Psychological Abstracts or Dis­
sertation Abstracts, consulting diverse bibliographies or contacting experts in the field 
for information on relevant studies. 

A more definite delirnitation of the generalization domain is obtained by studying the 
inclusion and exclusion criteria. Both are equally important for clarifying the actual 
scope and should thus be analyzed in detail. Once again, one can assurne that the better 
the theoretical understanding of the domain, the more likely the selection criteria formu­
lated will ensure the appropriateness of studies. 

Neither breadth nor narrowness of the selection procedure per se increase or reduce 
the validity of the meta-analysis. The critical question is how the criteria employed corre­
spond with the purpose of the study. A restrictive database for meta-analyses airning at 
broad generalizations or being largely exploratory in character would not be appropri­
ate. Neither would a broad database covering diverse theoretical variables and their 
operationalizations be adequate for meta-analyses wishing to investigate a theoretically 
very specifically delineated aspect. 
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What is essential is that the criteria used be clearly specified so that a comparison with 
. the meta-analytic aims is possible. The reader should be able to identify the range of the­
oretical features and actual characteristics of the studies included as weIl as excluded 
from the integration, as this explicitly defines the conte nt and generalization domain. 

A self-critical attitude on the part of the reviewer, attention to details, limitations and 
aims of the strategies can serve to enhance the confidence in these procedures. Should 
one doubt the thoroughness of the search or the adequacy of the selection, the results 
should be handled with care. 

More often than not a clear picture of the actual theoretical and practical scope of the 
study emerges only when examining exactly which aspects were coded and eventually 
analyzed in the review. 

5.2.3 Presenting the characteristics 0/ the primmy studies 

Not aIl the features coded pertain directly to issues of construct and external validity . 
. The items of primary interest are those referring to the variables studied and the charac­
teristics of persons and settings. 

One needs to gain a comprehensive idea of how variables were translated into practice 
in the individual studies. As before details are essential, e.g.: How were the theoretical 
variables operationalized or measured? For how lang were interventions applied? At 
what stages were the outcome variables measured? Which moderating or intervening 
factors were studied? How were the various experimental and control groups defined? 
Which of these distinctive study features did the reviewer classify as belonging to the 
same category for the purpose of statistical analysis? Does this process blur or gloss over 
important theoretical distinctions? The da ta should cover aIl aspects serving to define 
the construct variables. By comparing these implementations with the actual theoretical 
definitions formulated one can make a rough estimate of their correspondence, i.e. the 
degree to which the given data would possibly allow the hypotheses to be tested adequ­
ately. 

Equally important for the practitioner are the characteristics of persons, settings and 
times covered in the studies. Do they correspond with the target populations one has in 
mind? The data should reveal all theoreticaIly relevant aspects concerning the persons 
examined, e.g. age, sex, diverse personality, demographic or educational variables. The 
same applies to the settings, e.g. field or laboratory investigations, with existing or speci­
fically assembled groups, in restricted or broad geographic regions, published over a 
long time period or concentrating mainlyon fairly recent investigations. 
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These aspects should all help to darify how dose to the practical reality of the reader 
the reviewed studies are. Once more confidence in the ability of the coded items to trans­
mit an adequate picture of the distinctive features of the studies should be enhanced if 
the reviewer developed the framework for this on the basis of the theoretical back­
ground involved, remaining flexible enough to attend to important distinctions dis­
covered while analyzing the individual studies, covers moderating variables known or 
suspected of causing possible interaction effects and discusses qualitatively those issues 
not coded. 

After this detailed analysis readers should be in a position to decide whether the re­
view corresponds with their personal interests. Should this not be the case, one can put 
the artide aside. Otherwise, the next step in the screening phase of the evaluation pro­
cess is a critical examination of the condusions presented in the interpretation stage of 
the meta-analysis. 

5.2.4 bztelpreting reslIlts 

1deaIly, one would expect the review er to specify the generalization domain to which 
the condusions can be applied. This is, however, rarely the case. One will usually have 
to rely on the description of study features, both theoretical and practical, consider the 
adequacy of the sampie of individual studies and decide for oneself whether the results 
can be transferred to the particular situation one has in mind. 

What the consumer has to evaluate at this stage is the interpretation of effect sizes and 
results as weIl as how these are presented. 1s one simply confronted with quantitative re­
sults, left to give these meaning oneself or does the reviewer attempt to interpret them, 
referring to their practical and theoretical implications? Are the condusions formulated 
with regard to their application domain, indicating possible mediating or intervening fac­
tors restricting or delineating their applicability? Is the meaning of the effect sizes ex­
plained and the range of studies and variable operationalizations to which they pertain 
or must one figure this out for oneself? 

The condusions drawn from the results should not be formulated in a causal way. A 
meta-analysis does not allow this type of interpretation. What it performs is a quantita­
tive description of the general tendency of findings derived from a comprehensive 
sampie of research evidence on a specific topic. 

The more attention to detail and the more references to the particular theoretical and 
practical relevance, the more confidence one may have in the quality of the interpreta­
tion and the sensitivity with which the meta-analyst has gone to work. If, however, re­
sults are presented primarily in quantitative form, with little attention to interpretation 
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and implications, one might feel that the reviewer aims to impress with numbers and sig­
clticance levels that actually might only have little practical or theoretical relevance. 

Meta-analysis aims at practical simplicity and comprehensiveness (cf. section 2.1). 
The conclusions should thus neither be obscurely quantitative, understood only by the 
initiated, nor simplistic in the sense of ignoring the complexities involved in the 
reviewed domain. 

Should the conclusions not be presented by the reviewer in a form that can be made 
practical use of, consumers can try to interpret the results themselves, using the informa­
tion gathered in the process of evaluating the theoretical content and generalization do­
mains. In either case, if the resulting conclusions seem to answer the questions one had 
in mind when consulting the meta-analysis, one will have to face the more ticklish 
problem of evaluating the internal and statistical conclusion validity of the study. 

5.3 Inte17lal and statistical conclusion validity 

Were the study designs and statistical techniques employed in the primary studies and 
the meta-analysis itself likely to yield results that allow valid conclusions or could some 
other factors possibly explain the obtained results? How does one evaluate the design 
quality or the adequacy of statistical methods without expert knowledge? On the level of 
the primary studies one will have to rely largely on the information presented by the 
meta-analyst, especially in the coding stage. On the meta-analytic level the consumer 
can form an independent opinion by concentrating mainly on the information given in 
the analysis stage while additionally referring back to quality judgements made in the 
previous phase of the evaluation process, trying to decide whether a replication of the 
review could be possible with the information given. 

5.3.1 Coding 

As there are no absolute quality standards, the reviewer's sensitivity to and awareness 
of the problems concerned will have to serve as indication. If this is not available in the 
text of the meta-analytic report, the alternative of analyzing the coded study features 
exists. 

The more aspects relating to the validity of the primary studies are coded, the more 
likelihood that the meta-analyst will be in a position to ex amine their possible influence 
on between study variation of effect sizes. A rough estimate of the quality ofthis informa­
tion can be made by trying to judge whether the data would allow one to reconstruct 
study differences. The least one would expect the coded data to cover is: sampie size, 
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unit of analysis, assignment rules and study design. Furthermore, so me indication of the 
adequacy of variable implementations, statistical techniques and reliability of outcome 
measures should be given. 

Apart from this, as co ding represents measurement in meta-analyses, details on the re­
liability ofthe process are essential to be able to evaluate the quality ofthe meta-analysis 
itself. Were several coders, preferably blind to the aims of the meta-analysis and the re­
sults of the primary studies, employed? Are co ding reliability or inteITater agreement 
coefficients reported for the individual items or rather just averages? Are problems con­
cerning the reporting accuracy of primary studies, difficulties because of missing data Or 
eITors and how these were handled, mentioned? No one can extract valid and reliable re­
sults from faulty data. The reliability of co ding is therefore of great impOl;tance. Should 
one have serious doubts in this respect, it might be sensible to discontinue the evaluation.: 

Computing the effect sizes is another crucial part of the co ding process. As experts 
point out, there are various formula available, leading to different values of effect sizes. 
Misapplication, especially if studies used diverse designs, can lead to artifactual be­
tween study variations. One should thus examine how the formula were employed. If 
the review covers studies with different experimental designs and the reviewer has not 
analyzed their influence on effect size variations one should inspect the relevant data 
oneself. If this is not possible, the least one should find is an exact report on the computa­
tion procedure so that other experts would potentially be able to critically evaluate the 
techniques used. 

With the appraisal of effect size quantification one has taken the first step toward 
evaluating the statistical methodology employed in the meta-analysis. Because experts 
do not agree as to which approaches are most appropriate, one should try to find critical 
evaluations or replications of the study to discover how specialists rate it. Additionally, 
these often confront one with controversial points that had eluded one's attention. 

5.3.2 Statistical analysis 

A large portion of the statistical analysis should be devoted to efforts on the part of;the 
meta-analyst to establish the validity of the review. This primarily concerns the search 
for moderating variables and analyzing the heterogeneity of effect sizes. 

For example, has sampling bias been avoided? This can be examined by studying pub­
lication source as possible factor influencing effect sizes. If such an effect is present and 
the meta-analysis relies primarilyon one source of studies, generalizing the results 
becomes problematic. Sirnilarly, if publication date or quality aspects of studies seem to 
influence between study variations in effect sizes, one will have to take extreme care 
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when generalizing results, especially if the reviewer presents these as averages co m­
puted across heterogeneous studies. 

Generally , before computing aggregated effect sizes, the homogeneity should have 
been investigated. If not, did the reviewer have specific reasons for this, e.g. broad ques­
tions? Or are these global averages presented along with others for more homogeneous 
subgoups? If the relevant information is available, one should inspect the range of effect 
sizes oneself. If outliers or distribution irregularities are present, one will have to try and 
identify which of the coded factors could possibly be responsible for these variations. At 
any rate, one will have to be careful about the domain one can generalize to. 

Apart from these moderating or mediating influences, the unit of analysis employed 
in the meta-analysis is a critical issue in evaluating the adequacy of the results. Whereas 
in primary studies using different units of analysis can lead to artifactual variations in ef­
fect sizes, the units of analysis employed in the meta-analysis can cause the problem of 
non-independent data, making the statistical analysis itself problematic (cf. section 
3.3.2). If study findings and not the studies themselves were used as unit of analysis, how 
was the problem of non-independence handled? Was it ignored or taken into account by 
weighting or so me other procedure? An additional source of non-independence can 
occur, if the reviewed sampie contains several studies by the same author or affiliated 
groups ofresearchers. Ifthe reviewer does not exarnine this aspect, one should try to clar­
ify the point oneself, e.g. by studying the names of the authors of the articles being inte­
grated. A question one will have to ans wer is whether this represents a form of selection 
bias or whether the topic of interest is really predominantly investigated by this group of 
scientists. 

As more than one technique is available for analyzing the same question, confidence 
in the results is increased, if these lead to similar conclusions. Should parallel analyses 
not have been conducted, the reviewer should at least have examined wh ether the as­
sumptions for the valid application of the techniques are met by the data, especially if 
parametric methods such as ANOVA, regression analysis or t-tests were employed. If 
not, does the review er at least point to pos~;jble lirnitations of these techniques? 

If several significance test were performed, does the reviewer enter into the problem 
of capitalization on chance or refer to the effect a large review sampie size rnight have on 
the significance of results? On the other hand, if relatively small sampies of studies were 
used, was the file drawer problem exarnined orthe issue ofrepresentativeness discussed? 

In general, if meta-analysts take their claim to rigorous scientific standards seriously, 
they should show this in a critical attitude toward their own work. Should this not be the 
case nor known limitations or problems of the approach be the subject of critical dis­
cussion, one should be sceptical of the results. No study is without flaws or problems, but 
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these should at least be pointed out. By formulating rigorous standards and exposing thl· 
limitations of their approach, meta-analysts have put themselves in a position invitin)! 
critical evaluation. The consumer should thus follow their pointers in these direction~ 
and tick off which of the identified problems have been dealt with and which ignored. 
The more of these potentiallimitations and demanded standards are neglected, the 
more sceptical one should be of the validity and reliability of the results. 

Those aspects that need expert knowledge to be evaluated in detail can be circum­
vented by sticking to these more superficial and attitudinal issues. It is advisable to 
search for expert appraisals or replications ofthe meta-analysis. On the one hand these 
may uncover crucial aspects one could not evaluate oneself, but on the other hand also 
identify points that on secondary analysis, contrary to one's own or other evaluations, 
do not appear to critically jeopardize the validity of the study. 

5.4 0/ what use is the evaluation? 

After this analysis one is faced with the problem of deciding whether the quality of the 
conclusions reached is sufficient to allow their transfer into practice. This is a difficult 
problem. How good is good enough, especially as evidently no study is without some 
flaws or problems? More often than not the decision will be an entirely subjective one, in 
which the consumer weighs the gravity of the quality deficits against the problems requir­
ing a practical solution and the possible negative effects or costs one would incur by 
applying measures that might not live up to one's expectations. 

Whatever final judgement the evaluation eventually leads to, having made a detailed 
analysis will help in formulating reasons to justify it. Even if the validity and reliability of 
the meta-analysis are not satisfactory, the review is never entirely worthless for it can al­
ways serve as bibliographic source, should the reviewer have included a list of the 
articles integrated. 

The evaluation procedure presented above was developed in the course of working 
with meta-analyses on specific educational topics for the purpose of finding weH 
founded empirical research evidence to help substantiate relations hypothesized in a 
complex theoretical network of educational variables concerning motivational and disci­
plinary problems in secondary school. The following section attempts a summary of the 
impressions made by the meta-analyses read and evaluated according to a slightly 
adapted version of the procedure presented above. 
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6 Evaluation of a sampie of meta-analyses 

6.1 Method 

6.1.1 SampIe descriptioll 

The sampIe of meta-analyses summarized in this section is more or less a chance collec­
tion resulting from a dual search strategy: finding either studies relevant to the educa­
tional variables of the theoretical network mentioned above or articles potentially help­
tul in corning to grips with methodological or evaluation problems. In either case the bib­
liographies of the books by GLASS, McGA Wand SMITH (1981) and FRICKE and 
TREINIES (1985) served as starting-point. Besides this, the databases PSYINDEX and 
PSYCINFO were searched from 1978 to 1988 for meta-analytic studies in the educa­
tional field using the descriptors: meta-analysis, integrative review, data synthesis, quan­
titative assessment and statistical review. The bibliography of every article read was in­
spected for references to other relevant papers. Furthermore, the current content of 
various educational research journals was monitored in the hope of finding additional 
studies, an effort that is still continuing. 

Initially, meta-analyses were only evaluated in detail, narratively, if they covered as­
pects relevant to the theoretical network. In this event critiques or replication attempts 
were looked out for. However, to place the present assessment on a broader footing all 
the meta-analyses read in the course of our work were included in the evaluation. 

In this way a total of 55 articles was obtained, 48 of which were considered 'indepen­
dent'. The 'dependent' studies used the same literature base to analyze either different 
outcome measures (GLASS & SMITH, 1979; SMITH & GLASS, 1980; STOCK et al., 
1983; WITTER et al., 1984) or different methodological aspects of the meta-analytic 
process (BRYANT & WORTMAN, 1984; STOCK et al., 1982); orwere publicationsof 
apparently the same meta-analysis in different journals or books (FRICKE, 1985; 
FRICKE & TREINIES, 1985; KLAUER, 1981, 1984; RAUDENBUSH, 1983, 1984). 
Figure 1 shows the distribution of the evaluated studies per year of publication. The ar­
ticles referred to by the various numbers are listed in Appendix 1 which also contains ref­
erences to critiques or replication attempts. Those with the same number but appended 
letters are dependent studies. 
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Figure 1. Distribution of evaluated studies per year of publication (n=55) 

12 48 
11 45 
10 43 47 44 
9 41 46 42 39 
8 34 36 38 31 
7 23 35 37 28b 
6 18 32 30 25c 
5 16 25a 25b 22b 
4 33 13a 19 22a 20 28a 
3 26 29 12 10 8 15 27 
2 17 21 9 3 5 14 6b 24 
1 7a 7b 2 1 4 13b 6a 11 40 

year 1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 

Numbers refer to the article code (cf. Appendix 1) 
Italics refer to the 25 studies also coded by Fricke & Treinies (1985) 

6.1.2 Coding procedure 

To avoid basing the summary on purely subjective impressions a rough coding scheme 
was devised on the basis of the methodological issues discussed in the previous sections, 
covering aspects concerning the theoretical framework, sampling, coded characteris­
tics, data-analysis and interpretation (a total of 80 categories, cf. Table 1). The meta­
analyses were coded independently by a colleague, Andrea Mertens (Frankfurt), and 
the author, hoping to ensure the quality of the database by checking the intercoder agree­
ment (critiques or replication attempts were not coded or analyzed). 

Following this procedure a maximum of 4400 aspects could have been coded. In all 
only 2093 (48%) recordings were made, reaching an overall intercoder agreement of 
about 88%, even though the co ding system was not very sophisticated. These dif­
ferences were subsequently discussed to achieve a mutually acceptable classification. 
Discrepancies occurred mainly because information in the article had been overlooked 
or something had been coded which on discussion turned out not to represent the cate­
gory adequately after all. Lack of clear distinctions and a certain amount of overlap be­
tween some of the categories also contributed to discrepant coding. In a number of cases 
the information in the article was either too ambiguous to allow certainty in co ding or 
only partially fitted the category. Nonetheless, taking a lenient stance, this information 
was coded, but placed in parenthesis (cf. Appendix 2 for the co ding tables). 
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6.1.3 Data evaluation 

A lenient approach was also taken in computing the frequency of recordings per ca­
tegory. Thus, if the information needed to code the category could be extracted from 
any one of the 'dependent' articles, it was counted as present for this meta-analysis, even 
though it might not have been mentioned in every one of the publications. Essentially, 
this means that either two or three articles were looked upon as a single study, thereby in­
creasing the likelihood of obtaining the information. The maximum frequency possible 
per coded item was thus 48, i.e. the number of 'independent' meta-analyses. 

It is possible to characterize how meta-analysts typically conduct the various stages of 
the meta-analytic process on the basis of these frequencies. They show how the identi­
fied aims and problems are being handled and thus provide a rough impression of the 
general quality of meta-analyses. 

Additionally, the empirical database will be compared with two assessments of nar­
rative reviews made previously. This indirectly allows one to estimate whether or not 
meta-analyses are improving the quality of integrating empirical research in general. 
JACKSON (1980) analyzed a random sampie of 36 reviews using a 66 item co ding instru­
ment. His purpose was to examine the methods used and their frequency, to evaluate 
them critically and suggest more powerful ways of integrating research findings. W AX­
MAN and WALBERG (1982) assessed a systematically collected sampie of 19 narrative 
reviews on the process-product paradigm published between 1970 and 1979, one of their 
aims being to help improve the quality offuture reviews. 

The database will also be compared to the results obtained by FRICKE and 
TREINIES (1985) who examined the statistical validity of a sampie of 67 meta-analyses. 
Even though their study only covers part of the issues coded and analyzed in the present 
study, the comparison will give some indication as to whether the identified trends are 
specific to the present sampIe or can possibly be generalized. The co ding categories are 
not absolutely equivalent, yet correspond enough to justify this procedure. Further­
more, as FRICKE and TREINIES (1985) reported their coded items per study and 25 of 
their meta-analyses are also included in the present sampIe (cf. Figure 1, italics) an indi­
rect check on the coding reliability could be made for certain categories. Most ofthe rec­
ordings were similar. The differences will be referred to in the discussion of the relevant 
results. 

6.2 Reslllts 

One of the things noticed during the co ding process was that the distinctive subjective 
impressions gained by the raters while reading the individual articles was lost. This 
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might to a certain degree have been caused by not using graded rating scales in the cod­

ing scheme to document the variations in depth and quality. Additionally, no categories 

had been included to cover such matters as the readability of the text, the clarity of its 

presentation, the frustration of having to page back and forth to find the relevant infor­

mation or doubts raised concerning the quality of the work because of eITors noticed on 

closer reading of the text, tables or bibliographies, often indicating a lack of care. 

These subjective impressions will be used to help colour the discussion of the results 

summarized in Table 1. Furthermore, if possible the findings will be contrasted with 

those of the three studies mentioned above (cf. p.51). To ease the interpretation and 

understanding of the results, it should be noted that the percentages presented per 

coded item cannot be added across individual items to add up to a 100%. Even though 

some of the categories appear to be mutually exclusive, the nature ofboth the meta-ana­

lyses and the coding procedure allow a study to be coded in each of them. The reason for 

this is that meta-analyses concern complex theoretical frameworks, many variables, 

methods and analyses. For some of these the information necessary for co ding is avail­

able, whereas for others it is not. Additionally, while one of the articles making up an 'in­

dependent' meta-analysis may contain the information, another might not. Thus, the 

percentage per coded item has to be looked at individually, based on a maximum of 48 

possible recordings, as noted above. 

Tablel. Frequency and percentage of records per category (n=48) 

n (n)* % 

I Theoretical framework 
1 -problem orientated 38 79 

-indirectly deducible 14 29 

2 -prior reviews mentioned 43 90 

-prior research mentioned 34 71 

-shortcomings indicated 27 2 56 

3 Construct definitions 
-specifically formulated 38 79 

-indirectly deducible 28 58 

-diversity ignored 3 6 

-diversityanalyzed 35 2 73 

4 Aims 
-exploratory 46 2 96 

-specific hypotheses 7 1 15 

II Sampling 
1 Search strategy 

-retrieval system 38 2 79 

-bibliographies 34 1 71 

-experts quizzed 3 6 
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Table 1 continued n (n)* % 

2 Representativeness 
-published/unpublished 27 56 
-file drawer/fail safe 9 4 19 
-source variation ?~ _.:l I 48 

3 Seiection criteria 
-specified 34 71 
-excluded studies 15 3 31 
-articles listed 31 4 65 
-available at request 13 27 

4 Number of studies median=43 range: 9-153 

III Coded characteristics 

1 sampie size 20 9 42 

2 person characteristics 
-sex 21 2 44 
-age/class/grade 42 2 88 
-educational variables 25 1 52 
-demographie variables 20 1 42 

3 settings 
-Iaboratory 12 2 25 
-field 31 6 65 
-region 15 1 31 
-publication date 37 77 

4 study features 
-global quality index 14 2 29 
-samplingiassignment 22 1 46 
-operationalizations 45 1 94 
-reliability of outcome 30 8 63 
-interactionlcontrol var. 19 40 
-unit of analysis 6 13 
-adequacy of stat. analyses 10 21 

IV Data analvsis 
1 Co ding quality 

-missing data problem noted 32 67 
-information gained elsewhere 8 2 17 
-studies excluded 18 1 38 
-global intercoder agreement 12 1 25 
-indices per item 2 1 4 
-strategy to reach agreement 9 19 

2 Effect size conceptualization 
-formula/index indicated 47 2 98 
-magnitudes listed per study 17 4 35 
-stem-Ieaflgraph summary 23 6 48 
-significance indicated 12 5 25 
-outcome variable indicated 29 7 60 
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Table 1 continued n (n)* % 

3 Unit of analysis 
-study 19 5 40 

-study findings 31 3 65 

4 Non-independence 
-present, taken into account 32 6 67 

-ignared, authors 28 1 58 

-ignored, findings 25 6 52 

5 Average effect sizes for 

-total sampie 27 2 56 

-subsampie 47 98 

-range/std. dev .Istd.error 43 4 90 

6 Statistical analysis 
-conventional 36 4 75 

-'modern' 12 25 

-assumptions tested 4 1 8 

-limitations noted 13 1 27 

-parallel analysis 14 1 29 

-capitalization on chance 4 8 

7 Effect size variability 
-heterogeneity tested 11 23 

-qualityaspects 24 2 50 

-treatment variation 39 3 81 

-outcome variation 43 8 90 

-subject characteristics 38 2 79 

-designJstat.analysis 20 42 

-contextual!scope variables 39 81 

Y Interpretation 

1 Effect size 
-std.dev/percentile 34 1 71 

-binomial effect size display 1 2 

-Cohen's classification 14 29 

-behavioral indices 5 1 10 

-expert judgement 1 1 2 

2 Theoretical implications 

-old theory/impressions 40 2 83 

-new theorylhypotheses 5 4 10 

3 Practical implications 
-far policy or practice 18 2 38 

-limitations noted 34 2 71 

4 Future implications 
-for primary research 32 2 67 

-for reviews 12 2 25 

* the number of uncertain ar partially fitting recordings contained in the total frequency of 

theitem 
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6.2.1 Theoretical framework 

In 79% ofthe meta-analyses authors made so me sort of an attempt at a problem orien­
tated introduction to their work. Although this appears fairly high, the percentage dis­
guises the actual variations in quality or depth of the presented information. The ma­
jority place their study into a rather general historical perspective by indicating research 
trends in the field and mentioning that findings have been inconcIusive without, how­
ever, going into a detailed description of the prevalent theories or methodological prob­
lems of the domain. These matters are usually covered in a relatively short section of the 
report, the bulk of the articIe being devoted to meta-analytic methodology, results and 
analyses, often leaving the reader with only a superficial idea ofthe substantive issues in­
volved. This impression is underlined by the fact that in 29% of the cases aspects of the 
theoretical background had to be deduced indirectly by studying the selection criteria, 
co ding categories or the discussion of the results and concIusions. 

A similar picture emerges when analyzing the number of previous reviews or research 
studies mentioned in the theoretical introductions. Even though these are presented in 
.90% or respectively 71 % of the meta-analyses, they are rarely described in detail. As 
above, the qualitative differences are not reflected by the percentages. The same applies 
to the shortcornings noted: these were pointed out, predorninantly in a very general man­
ner, for either reviews or research in 56% of the sampie. JACKSON (1980) reports that 
75% of his sampie mention previous reviews, only two of these 27 studies providing a 
critique. Thus, in comparison, the situation seems to have improved somewhat. How­
ever, one should remember that only a minority of the meta-analyses give in-depth 
descriptions or critiques of the reviews. 

An important aspect of the theoretical framework is the definition of construct vari­
ables. Seventeen of the 48 meta-analyses (35%) contained both well and inadequately 
defined variables. Whereas 79% of the meta-analyses present so me or all of the con­
structs with explicit definitions or adequately cIarify their meaning through theoretical 
background information, in 58% of the meta-analyses it proved necessary to deduce 
either some or all of the variable definitions indirectly, using the coding categories or 
vague statements. Once again, there is a wide range in the quality of these definitions. 
Some present details, reporting the actual instruments or implementations used, others 
indicate the variety of operationalizations through some sort of enumeration, the ma-. 
jority, however, lack this detail, leaving the reader with just a hazy impression of diver­
sity. 

Only 6% of the meta-analyses explicitly report ignoring the diversity in their statistical 
analyses. A total of 73 % take it into account in varying degrees of differentiation, most 
using a variety of fairly broad treatment or outcome variable subcategories, a notable ex-
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ception being the meta-analysis by RANSFORD and RATTIE (1982) who examined a 
wide range of operationalizations. 

The trend to keeping matters fairly general also emerged when looking at the aims for­
mulated for conducting the meta-analyses: whereas 96% were exploratory in character, 
only 15% used the theoretical background to develop more specific hypotheses. 

The overall impression created in evaluating the theoretical framework of meta-ana­
lyses was that although most authors seem to make an effort to give readers an adequate 
informational background, they are often left with more questions than the content 
presented can answer. The quality of meta-analyses would improve considerably, if 
more detailed substantive information were delivered and this were presented in a 
slightly more organized fashion, perhaps emulating the structural format commonly 
used for reporting empirical research. 

6.2.2 Sampling 

.The sampling process of the reviews analyzed by JACKSON (1980) was ill-defined: 
only one reported the information retrieval system used and three mentioned trying to 
locate studies via bibliographies of previous reviews. Similarly, W AXMAN and 
WALBERG (1982) established that none discussed their search procedure. This situ­
ation seems to have changed dramatically: 79% of the meta-analyses report the index or 
retrieval system used in their search and 71 % utilized the bibliographies of either prior 
reviews or research studies. The quality of this information varies considerably, a fact 
not made evident by the percentages. Some note the databases and years searched, list­
ing the descriptors used. Others only present the name ofthe indexes without further de­
tail. The suggestion to quiz experts in the field to ensure locating a representative sampie 
was followed by three meta-analysts (6%) only. 

Although matters have improved, this pr.ogress appears in a different light if one re­
calls that meta-analysts wish to adhere to rigorous scientific standards, allowing others 
to replicate their work. The general impression was that only a minority of the meta-ana­
lyses would fulfil the criterion of replicability as measure of quality in this respect. It 
seems doubtful whether other researchers could locate a similar set of studies with just 
the information in the article to go by. Most reports do not appear precise enough. 

Similarly, disregarding their demanded standards, only about half of the sampie con­
siders questions of representativeness. Although 56% report including both published 
and unpublished papers, 48% analyzing this as possible source of effect size variation, 
only 19% make concrete statements concerning the actual representativeness of their 
sampie. This was done narratively in 9% of the cases, while 10% calculated a fail-safe-
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test or file drawer index. The latter corresponds to a certain degree with the 15% 
°FRICKE and TREINIES (1985) report as having computed a fail-safe-test in their 
sam pIe of 67 meta-analyses (the coding of the 25 identical studies corresponds). As men­
tioned in section 3.2.1 doubts have been raised about the statistical adequacy of the tech­
nique, so that the small percentage rnight even be interpreted as a positive sign. Non­
ethe1ess, it had been expected that meta-analysts would attend to this issue more 
emphatically, even if only in a qualitative manner. 

The selection criteria for studies were specified in 71 % of the meta-analyses. These, 
by implication, often indicated what was not included in the sampie, e.g. seriously 
flawed studies or those for which effect sizes could not be calculated. However, only 
31 % attempt to describe the excluded studies explicitly, most frequently by reporting an 
exemplary one. Detailed analysis of rejected studies is rare, the notable exception in this 
sampie being the work of BRYANT and WORTMAN (1984). Nonetheless, meta-ana­
lysis seems to have improved matters. In their evaluation of 19 reviews W AXMAN and 
WALBERG (1982) report that only one explicitly lists the inclusion and exclusion crite­
ria, many ofthe others are vague, discrepant or arbitrary and three mention no selection 
criteria at all. 

In 65% of the meta-analyses a list of the articles was published, in 27% it was available 
at request from the authors. This means that in 35% of the cases the reader cannot ascer­
tain what kind of studies the meta-analysis is based on, quite apart from the fact that 
some of the lists were incomplete or appeared faulty. 

In sum, the information presented by the majority of the meta-analyses makes it very 
difficult for readers to judge the representativeness of the sampie by themselves, es­
pecially as the number of studies excluded often exceeds the number finally selected. Ad­
ditional uncertainty is created by the manner in which some of the sample sizes are de­
scribed. While so me authors count the number of articles, others additionally state the 
number of 'studies', i.e. subdivide an article into separate studies because various inde­
pendent sampies were analyzed. Others present a sample size for their meta-analysis 
which encompasses all the articles 'meta-analyzed' whereas in reality the analyses are 
conducted on much smaller subsamples of studies. So the reader is often left wondering, 
what the actual sampie size iso One wonders whether all this play with numbers is ne ces­
sary. It would simplify matters, if authors were more specific in this respect. Another irri­
tating impression gained was that in some cases the numbers noted did not tally with 
what was presented in tables or references. 

This numerical uncertainty was noted in about 17% of the meta-analyses. Despite this 
confusion, the median and average sample size was calculated for all articles analyzed. 
Ranging from 9 to 153 studies, the median was 43, the average 53, indicating a distribu­
tion slightly skewed toward the smaller sample sizes. 
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To surnmarize the overall impression concerning the quality of the sampling process: 
although matters seem to have improved, further improvement is possible and neces­
sary to fulfil the standards meta-analysts have set themselves. 

6.2.3 Coded study characteristics 

As most meta-analyses do not contain narrative descriptions of the primary studies, 
the coded information is one of the sources from which readers can determine their 
scope (the populations, settings and span of time covered) and specific features or 
quality aspects. 

On the one hand co ding the sampie sizes of the primary studies clarifies the number of 
persons the meta-analytic conclusions are based on, on the other gives so me indication 
of how weIl founded the individual effect sizes are. While 42% report the approximate 
number of persons studied, only 23% of the meta-analyses present this information for 
each primary study. This corresponds fairly weIl to the 22% found by FRICKE and 
TREINIES (1985). There were no differences in the coding of the 25 identical studies. 

The characteristic of the sampie population recorded most frequently is the age, grade 
or class level of the subjects (88%). Educational or personality variables such as pre­
vious achievement or intelligence were coded in 52% of the cases, whereas the sex of the 
subjects was coded by 44% of the sampie. Demographie variables such as socio-econ­
omic status or ethnicity were reported by 42% of the sampie. 

The study settings are usually not presented in as detailed a manner as the person char­
acteristics. Whether the primary studies were conducted in artificial, laboratory settings 
or whether natural, field studies were carried out, was often not coded or explicitly de­
scribed, but rather mentioned in the specification of the selection criteria or had to be de­
duced from the nature of the data presented. The frequencies obtained in this way show 
that in the present sampie field studies predominate (65%), 25% having been carried 
out under artificial conditions. However, as about half of the sampie neither report the 
information nor could be coded with certainty, practitioners would be hard put to decide 
whether the results can be transferred to their field of action. 

A similar situation exists with regard to the regions in which the studies were con­
ducted: 31 % report either the states, countries or specific areas in which the study was 
carried out or the origins of their sampie. In contrast, the span of time covered by the re­
search examined in the meta-analysis was mentioned by 77% ofthe sampie, either by in­
dicating the publication dates or the years included in the search for studies. Although 
not specifically coded in the present sampie, the time factor is seldom analyzed as 
possible source of effect size variation. 
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The study feature coded most often was the operationalization of variables (94%). 
Not expressed by this percentage is the extreme variation in detail. As noted above, dur­
ing the discussion of the construct definitions (cf. p.55), some present very exact and dif­
ferentiated information while most give rat her global descriptions, leaving the readers 
to fill in the details by intuition or imagination, perhaps feeling that common sense will 
suffice to determine the meaning or considering it self-evident. 

W AXMAN and WALBERG (1982) analyzed the extent to which the 19 reviews men­
tion any of the 33 threats to validity listed by COOK and CAMPBELL (1979). They re­
port that 95% of the co dings were cases of ignoring these specific threats to validity. 
After reducing the number of categories to 12, the rate of coverage was raised to 15%, va­
rying from the mere mentioning of threats, to illuminating them with a few studies or 
rarely by a comprehensive co ding of all studies. On the other hand JACKSON (1980) re­
ports that 26 of the 36 reviewers (72 %) described what were considered major methodo­
logical difficulties or shortcomings of the studies reviewed. This kind of information is 
rare in meta-analyses. However, by co ding various aspects indicative of the qUality of 
the primary studies, similar ground is covered. 

In 29% of the meta-analyses a global index of quality was presented, estimated by 
rating and averaging the presence of various threats to validity. This percentage appears 
fairly smalI. However, quite a number of meta-analysts exclude studies on the basis of 
'bad' quality, thus indirectly comrnenting on the adequacy of the included studies. This 
procedure is especially characteristic of work originating from the scientific community 
surrounding the Kuliks, their work making up ab out one fifth of the present sampie. On 
the other hand several aspects relating to the quality of studies are recorded by meta­
analysts. 

The sampling method or assignment rule used in the prirnary studies was reported by 
46% of the sampie. In the analyses based on this classification, random sampling was 
usually interpreted as indicating higher quality. The quality of outcome measures, as rep­
resented by some index of the reliability of the instruments used, was coded in 63 % of 
the cases, 46% reporting actual reliability coefficients while 17% contrast standardized 
tests with 'home-spun' measures. The issue of interaction effects or mediating variables 
controlled in the primary studies is recorded by 40% of the sampIe, thus indirectly touch­
ing the question of the quality of the research implementation. The adequacy of the stat­
istical analysis in the primary studies, usually in the sense of the statistical power func­
tion of the test, was reported by 21 %. Only 13 % report the unit of analysis used in the 
studies. Thus, one known possible source of effect size variation was rarely examined. 

Taken as a whole, only about 19% ofthe meta-analyses mention none oftheseissues 
of quality. Therefore, even though direct critiques of the primary studies are rare, at 
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least as many as reported by JACKSON (1980) concern themselves with similar 
problems. 

6.2.4 Data analysis 

As co ding represents the measurement in meta-analysis, its quality is of the utmost im­
portance for the reliability and validity of the study. One of the main problems en­
countered in co ding is that of missing information. JACKSON (1980) reports that only 
one of his reviewers noted the missing data problem and tried to obtain the information 
elsewhere. In the present sample 67% mention the problem and 17% made an effort to 
gain the information from other sources. Having to exclude studies from analyses on this 
account is explicitly reported by 38% of the sample. This percentage does not include 
the meta-analyses which specified having sufficient data as part of their selection crite­
ria, but only those that found after selecting studies that these did not report the informa­
tion needed for co ding specific categories. As a consequence of missing data, the sample 
sizes on which specific analyses are performed systematically decrease in numbers, thus 
in effect reducing their representativeness. 

The reliability of the 'measurement' can be determined by analyzing the intercoder 
agreement. Despite the emphasis meta-analysts place on scientific standards, only 25% 
of the sample report some form of global intercoder agreement and 4% (two studies) 
present this information far more specific coding categories (one of these being the 
study by STOCK et al. (1982) which explicitly made a point of examining the variations 
in co ding reliability across different categories). Specific strategies were adopted to 
reach intercoder agreement in 19% of the meta-analyses. Taken as a whole, these re­
sults were disappointing, as it had been expected that more interest would be shown in 
ensuring a reliable database. 

Whereas JACKSON (1980) reports that about 80% ofhis sample were ambiguous on 
how they represented findings when analyzing them, 98% of the present sample indi­
cate, in varying degrees of specificity, the index or formula utilized for computing the ef­
fect size. Whether this information was precise enough to allow replication would have 
to be examined by experts in meta-analytic methodology. 

If the sample size magnitudes were listed per primary study, an attempted replication 
could clarify this question by direct comparisons of the computed effect sizes. However, 
only 35% report the effect size either for every study or larger subsamples of studies 
(8%). FRICKE and TREINIES (1985) also coded this aspect, mentioning that 22% 
present the effect sizes per study. In actual fact, it should be 24% as they missed coding 
one study (BANGERT-DROWNS, KULIK & KULIK, 1983) which, after double 
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checking, did contain the information. Ignoring the percentage with incomplete sam pie 
'coverage, the two values (27% /24%) correspond quite weil. 

In their study FRICKE and TREINIES (1985) interpret the presence of both sampie 
size and effect size per study as allowing the meta-analytic computations to be repli­
cated. In both their and the present study 15% fulfilled this requirement. No co ding dif­
ferences were identified in this case. In a sampie of 22 meta-analyses, published mainly 
in 1983, which Fricke and Treinies analyzed after their manuscript had been handed to 
the publishers, 27% were replicable by this criterion, leading them to the conclusion that 
matters are improving. If, however, one takes the data as one sampie, a procedure that 
seems justified seeing that the previous 67 contained several studies dating from 1983 
(cf. Figure 2, p.68), this percentage deereases to about 18%, thus more or less what was 
found in the present study. 

When readers are not given the exaet effeet sizes per study, their grasp of the range or 
variability of the findings would be enhaneed if the authors were to present the informa- . 
tion in the form of graphie frequeney distributions or stem-and-leaf tables. This would at 
least allow the identifieation of outliers or other distribution irregularities. In 48% of the 
.cases this was done either for the entire sampie or larger subsamplesof studies (13%). A 
total of 16 meta-analyses (33%) list neither the effeet size per study nor stem-leaf or 
graphie summaries. The outeome variable involved in either kind of presentation is expli­
citly referred to by 60% of the sampie, thus enabling readers to make even more 
conerete interpretations of the information. 

Although JACKSON (1980) reports data relevant to these aspeets, a eomparison 
proved diffieult as their meaning was not quite plain. On the one hand he states that 22% 
(8/36) do not report the findings of most of the reviewed studies and do not indieate how 
many or what pereentage had eaeh type of result, on the other that 50% (18/36) repre­
sent any of the findings with an indieation of the direetion and magnitude of the results, 
few for eaeh study. If one interprets this as meaning that in about half of the reviews the 
reader is unable to form an impression on the distribution of the results, the advent of 
meta-analyses seems to have improved matters, 67% reporting data giving the overall 
pieture. 

Similarly, the number of authors passing on information on the signifieanee of the find­
ings seems to have inereased: whereas JACKSON (1980) reports that only 11 % (4/36) 
make clear distinetions between positive or negative and signifieant positive or negative 
results, 25% of the present sampie indicate this either per primary study or through a 
vote eount proeedure (10%). FRICKE and TREINIES (1985) report that 13% of their 
sampie used vote eount proeedures as integration method, whieh eorresponds to the per­
eentage identified in the present sampie, not eounting those listing the signifieanee per 
study. 
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Effect sizes are the unit of analysis in meta-analyses. The actual analyses can, how­
ever, be based on either the effect size per study or effect size per study findings, the for­
mer indicating that the authors are aware of the problem of non-independenee created 
by including more than one result per study in their analysis. The meta-analysts are not 
particularly explicit in reporting this information. While 40% were coded as using one ef­
feet size per study, 65% seemed to be using the study findings (17% of the eodings were 
uneertain, in another 4% the information was not even adequate enough to allow tenta­
tive eoding). The problem was aggravated to some extent by the eonfusingway in which 
the sample sizes were reported (cf. p.57), which eould otherwise have helped clarify the 
question. 

This ambiguity is underlined by the fact that although 67% indicate that the problem 
of non-independence was present and taken into aceount by one of a variety of proce­
dures, 52% were coded as ignoring the problem (in either category 13% of the eodings 
were uncertain). Another aspect of non-independence, specifically pointed out by meth­
odologists, created by including several studies by the same author or research team in 
the sample, was ignored in 58% of the cases. As 35% do not publish a list of the articles 
(cf. p.57), the problem is bound to be even more prevalent. Not one of the meta-ana­
lyses even mentions the issue. 

The extent to which these deficits invalidate the statistical analyses would have to be 
examined by experts. lt came as a surprise, however, to find so much inexact reporting 
on such a widely discussed topic. One explanation for this state of affairs could be that as 
yet no completely acceptable way of dealing with the problem of non-independenee has 
beenfound. 

The average effect sizes computed either for the total sample or various subsamples of 
studies are a source of information not available in the tradition al narrative reviews. In 
meta-analyses, however, this gives the reader another way of gaining insight into the 
findings of the primary studies, should these not have been presented individually or in 
summarized fashion. While 56% report the average effect size for the eomplete sample, 
98% do so for subsamples. To be able to interpret these values adequately the reader 
should be presented with information concerning either the range, standard deviation 
or standard error. Although 90% were coded as mentioning any one of these measures 
of variability, this does not mean that every average was aecompanied by one. The ca­
tegory was recorded as present, if any one of the averages found in the meta-analysis was 
reported together with some index of variability. 

Even though JACKSON (1980) was not in a position to provide results on this aspect, 
the following findings indicate some of the imperfections of narrative reviews on a re­
lated subject: only one study (3%) discussed the full set of loeated studies, 17% clearly 
did not and in 80% there was not enough information to make a judgement. The analysis 
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by FRICKE and TREINIES (1985) contains co ding categories similar to the ones em­
·ployed in the present study. However, whereas they do not differentiate between the 
average effect size per sampie or subsampie, the present evaluation does not differen­
tiate between standard deviation and standard error, additionally including range data 
in co ding the category. The percentages are thus not directly comparable. The authors 
report that 91 % of their sampie presented average effect sizes, 45% the standard devia­
tion and 37% the standard error. Using the data published in their co ding table, it was es­
tablished that 65% of their meta-analyses report either one or the other measure ofvari­
ability, the difference in findings most probably being due to the much broader concep­
tualization of the category in the present study. 

A similar disparity between the two studies exists in co ding the type of integration 
procedure used. Whereas the present study employed a rather global and arbitrary dif­
ferentiation of 'conventional' and 'modem' techniques, FRICKE and TREINIES 
(1985) distinguish between ten different procedures. The conventional analyses encom­
passed various techniques such as t-tests, ANOVA, regression analysis or vote counts. 
The modem techniques included combined probability tests and methods developed by 
Hedges or Hunter, Schmidt and Jackson to improve on identified statistical in ade­
quacies. The use of conventional analyses predominates (75%), only 25% utilizing what 
was designated as modem techniques. The trend is similar to that found by FRICKE and 
TREINIES (1985). They report that 84% utilized the methods propagated by Glass, 
McGaw and Smith (i.e. conventional), a much smaller proportion using the 'modem' 
techniques (ranging from 0% to 24% depending on the specific method 
employed, a result not altered by the 22 additional studies they analyzed). 

Although the data should fulfil certain requirements to allow the valid application of 
statistical procedures, only 8% report testing these assumptions. Another 27% point 
out limitations inherent in the techniques, thus warning readers not to over-interpret the 
results. As yet, there is no agreement among meta-analysts as to which of the available 
methods is to be preferred. Nonetheless, only 29% perform parallel analyses to ascer­
tain whether similar results are obtained. Using the data recorded by FRICKE and 
TREINIES (1985), a percentage nearly identical to the one established for the present 
study was found: 30% employed more than one integration technique. A problem cre­
ated by multiple statistical testing is the capitalization on chance. Most meta-analyses 
perform more than one statistical analysis on the same set of data, however, only 8% 
mention the fact that chance alone might be responsible forthe significant effects found. 

These multiple tests are frequently carried out in the search for variables which could 
possibly be influencing the magnitudes of effect sizes. Some methodologists maintain 
that the search for mediating variables should only be undertaken after establishing that 
the effect sizes are not homogeneous, otherwise this could lead to an over-interpretation 
of the data. However, only 23% used techniques developed to examine the heteroge-
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neity of sampies. Although one cannot directly compare what JACKSON (1980) exam­

ined to the present data, it might be of interest to note that 50% of his sampie did not pro­

vide information for judging whether the reviewer interpreted the variations in findings 

in the light of sampling error. This situation does not seem to have changed. Nor is the im­

pression altered by the findings FRICKE and TREINIES (1985) report: 9% of their 67 

meta-analyses performed heterogeneity tests. 

Nonetheless, most meta-analysts examine the variability of effect sizes by analyzing 

the mediating effects of diverse coded 'independent' variables. Analyzed most fre­

quently are various categories of outcome variables (90%), followed by variations in 

treatment implementation and context or scope variables (both 81 %). Subject character­

istics were examined by 79% of the sampie, 50% analyzed different aspects relating to 

the quality of the studies and 42% inspected the influence of more specific design fea­

tures or aspects of the statistical analysis as possibly moderating effects. JACKSON 

(1980) reports that 19% (7/36) of his reviewers discussed or analyzed the relation of 

study features to findings. In descending order of frequency these were treatment or cau­

sal variables, subject characteristics, design or statistical analysis and contextual vari­

ables. Thus, the effort made to identify possible mediating influences has increased con­

siderably. 

All in all, it appears that meta-analysis has led to an increased awareness of the need 

for systematic presentation and analysis of the results of the primary research being inte­

grated. However, there still seems to be much room left for further improvement, es­

pecially to achieve the high standards meta-analysts have set themselves. In particular, 

those issues identified as problematic should be taken note of and discussed in greater 

detail. 

6.2.5 Interpretation 

The potential usefulness of the meta-analyses is influenced by the way the presented 

data and results are interpreted. Fundamental to understanding the quantitative data, is 

knowing wh at the numerical values of effect sizes actually imply. Most meta-analysts 

make an attempt to clarify their meaning, only 25% do not. Predominantly the authors 

employ standard deviations or percentiles for this purpose (71%), 29% use Cohen's 

classification of small, medium and large effects, frequently as additional interpreta­

tional help. Only 10% try describing what effect sizes mean through behavioral indices. 

In most cases this was done by translating the effect size into the expected increase of 

scores on standardized tests. Expert judgements and the binomial effect size display 

were rarely utilized (only 2% in either case). This corresponds fairly well to the 3% 

FRICKE & TREINIES (1985) report as having presented the binomial effect size 

display. 
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Knowing how to interpret the effect sizes does not mean that one has also grasped 
their theoretical implications or how weIl they correspond to the prevalent theories and 
findings in the field. It was found that 83% compared their results to previous research, 
indicating whether they seemed to confirm or disprove old theories, hypotheses or im­
pressions. This high percentage came as a surprise as reading the meta-analyses had cre­
ated a different impression. The percentage does not reflect the considerable variation 
in depth and quality with which results are related to former work. A relatively large 
number are rather vague on the subject, alloting no more than a couple of sentences to 
the topic. Others placed their findings more solidly within the context of prior review or 
meta-analytic results, trying to integrate the new and the known or clearly casting doubt 
on previous interpretations. 

Only 10% were recorded as attempting to formulate new theoretical aspects on the 
basis of their results. The co ding was uncertain in four of the five meta-analyses in­
volved. This is due to the fact that the reported information did not fit the category ade­
quately. New theories or hypotheses were not reaIly developed, rather they seemed to 
be theoretical modifications suggested by specific mediating variables identified in the 
analyses. 

Whereas in the present study 15% were coded as mentioning neither of the catego­
ries, JACKSON (1980) found that 19% (7/36) confirmed or disproved old theory or in­
duced and reported new theory. Thus, apparently matters have improved, but the ideal 
aimed for has as yet to be reached. 

For practioners the formulation of implications for policy and practice is likely to be of 
greater impartance. However, only 38% of the meta-analysts attempt to do so. That 
most ofthese did not turn out to be very concrete, came as no surprise. As the research it­
self covers specific sections of reality, making comprehensive recommendations is diffi­
cult and can only be tentative, which might deter authors from taking a more explicit 
stance. This impression is supported to some extent by the fact that 71 % indicated fac­
tors mediating or limiting the conclusions far both theory and practice. Even so, com­
pared to what JACKSON (1980) reports, the situation seems to have improved: 17% 
(6/36) stated recommendations for policy or practice, onIy four of the six studies 
mentioning conditions which rnight affect the impact. 

On the question of formulating implications for primary research, however, the com­
parison of the two studies tends to favour the narrative reviews. While JACKSON 
(1980) found that 78% suggest desirable focuses or methods for future primary or sec- . 
ondary research, only 67% of the meta-analyses do so. It had not been anticipated that 
ouly 25% would mention implications for future meta-analyses or reviews. Although 
this percentage exceeds the 8% JACKSON (1980) fouud, one would have expected 
more relevant suggestions, considering that most meta-analysts hold methodology and 
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scientific standards in high regard. Furthermore, as trus approach to integrating re­
search is still fairly new, it seems probable that specific difficulties arise during the work 
that could be handled more effectively in future, if they were reported. The absence of a 
more critical evaluation of their own work also came as a surprise. Apparently the criti­
cal attitude was restricted to the more methodological articles rather than expressing it 
in the course of conducting and reporting an actual meta-analysis. 

6.3 Do critiques or replication attempts affect evaluations? 

The assessment of trus question is restricted to impressions gained from critiques or re­
plication attempts of the meta-analyses by JOHNSON, MARUYAMA, JOHNSON, 
NELSON and SKON (1981), KLAUER (1981), GLASS and SMITH (1979) and 
SMITH and GLASS (1980), an article by SLAVIN (1984) critically examining several 
meta-analyses and reanalyses made by FRICKE and TREINIES (1985) concerning the 
question of heterogeneity (cf. Appendix 1, inden ted sections). The impressions are thus 
not representative, but do show general trends. 

The theoretical and ideological controversies present in the field, a fact often glossed 
over in the actual meta-analysis, are shown up by these articles. Readers are warned not 
to accept conclusions uncritically because certain aspects have been ignored. They are 
cautioned that issues are not as straightforward as implied. The lack of specificity in de­
fining the constructs is another matter frequently referred to. The diversity, often not ex­
plicitly described by meta-analysts, is made evident by pointing out critical distinctions 
or theoretical implications ignored by the broader conceptualizations in the meta-ana­
lyses. These can lead to difficulties in the interpretation of results. Furthermore, they 
cast doubt on the representativeness of the research being integrated because evidently 
not all ofthe research pertaining to the broad definition was included in the sampie, crea­
ting the impression that the inclusion or exclusion of studies was to some extent hapha­
zard. Also indicated are problems concerning the statistical analyses, demonstrating 
that other techniques could lead to different conclusions or that limiting their applica­
bility seems warranted. 

In general, these papers sensitize readers to problems, but they neither solved any of 
the controversies nor changed the basic impression gained in evaluating a meta-analysis 
by the method outlined from section 5.1 onward. They do, however, create an aware­
ness of the difficulties involved and present more specific details and expert assessments 
to points only vaguely identified as inadequate during the evaluation process. 
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06.4 Is the qllality ofmeta-analyses improving? 

To ans wer this question on the basis of the present.sample is problematic for several 
reasons: some pertain to the size and representativeness of the sampie of meta-analyses, 
others to the nature of the categories employed in co ding the meta-analyseso None­
theless, after discussing these difficulties, a description of possible trends will be at­
tempted. 

6.4.1 Problematic isslIes: sampie size and representativeness 

In contrast to the evaluation presented in section 6.2, all the meta-analyses, regardless 
of whether they were considered dependent or independent, were examined to deter­
mine possible trends, since all of the dependent studies were published in different years 
(cf. p.49 & Figure 1). This sampie of 55 meta-analyses is really too small to allow an ac­
curate identification of trends for the 10 year period ranging from 1979 to 1988. Assum­
ing a uniform distribution of the studies across the years, would mean that an average of 
only 5.5 meta-analyses would be obtained for each year. This is a very small basis for a 
trend analysis, quite apart from the fact that the assumption of a uniform distribution is 
unrealistic. 

Because the meta-analytic approach was only developed in 1976, it is reasonable to 
. presume that an increasing number of studies using the approach will be published as 
more scientists become acquainted with it. In the present sampie the distribution of 
meta-analyses across the years is roughly bell-shaped, ranging from 0 in 1986 to 12 in 
1983 (cf. Figure 1, p.50). To ensure that the database per time unit is at least minimally 
adequate, it was necessary to combine the meta-analyses published in 1979/1980 and 
1985 to 1988, leaving a total of only 6 time intervals to analyze. The sm all sampie size per 
unit of time, a minimum of 7 to a maximum of 12 meta-analyses, the lack of inde­
pendence of 7 of the meta-analyses and the re1atively low number of time intervals have 
to be taken into account when interpreting the results (cf. Appendix 3 for the co ding fre­
quencies and percentages per year). 

Performing a trend analysis implies that the sampIe is representative of the kind of 
meta-analyses published during that period. Whether this holds true for the present 
sampie is questionable. Firstly, representativeness was not a guiding principle in assem­
bling the sampie. The educational variables examined by the meta-analyses were of pri­
mary interest (cf. section 6.1.1), thus leading to a selective sampie. Secondly, as ex­
pected, the percentage of meta-analyses per year increases unti11983. After that, how­
ever, instead of leveling off, having reached a sort of average number of published meta­
analyses per year, it decreases again (cf. Figures 1 & 2). This does not imply that the ap-
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pro ach is being used less often. Rather , it appears to be the result of the sampling pro ce­
dure, as the following will show. 

Comparing the percentage distribution of the meta-analyses examined by FRICKE & 
TREINIES (1985) with that of the present sampie, Figure 2 shows that up to 1983 there 
are similar increases. As their book was published in 1985 the abrupt decrease in the 
number of the meta-analyses examined for 1984 seems logical: their analysis must have 

Figure 2. Percentage of evaluated studies per year of publication 
(x=present study , N=55; o=Fricke & Treinies (1985), N=68) 

% 
25 0 0 

24 0 0 

23 0 0 

22 0 xo 
21 0 0 xo 
20 0 0 xo 
19 0 0 xo 
18 0 xo x xo 
17 0 xo x xo 
16 0 xo xo xo x 
15 0 xo xo xo x 
14 0 xo xo xo x 
13 0 xo xo xo x 
12 0 xo xo xo x 
11 0 xo xo xo x 
10 0 xo xo xo x 
9 0 xo xo xo x 
8 0 xo xo xo x 
7 xo xo xo xo x x 
6 0 xo xo xo xo x x 
5 xo xo xo xo xo x x 
4 xo xo xo xo xo x x x 
3 0 xo xo xo xo xo xo x x 
2 0 xo xo xo xo xo xo x x ! 
1 0 0 xo xo xo xo xo xo x x x 

year 1977 1978 1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 

The total number of studies evaluated by Fricke & Treinies (1985) is 68 instead of 67 be­
cause in one case they counted two articles published by the same author in different years 
as one (Klauer, 1981, 1984). The horizontallines indicate the percentage distribution of the . 
. 149 references to meta-analyses obtained through the PSYCINFO and PSYND EXsearch. 
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documented in the databases of the retrieval systems. 

These arguments do not apply in the same way to the present sample. The search for 
literature was conducted in 1988. Thus, a sirnilar decrease should only have occurred in 
1988. By examining the percentage distribution of the 149 references to meta-analyses 
obtained through the search in PSYCINFO and PSYNDEX, which was conducted to 
find studies relevant to the theoretical network of educational variables (cf. p.48/49), it 
became evident that the decrease in the number of meta-analyses after 1983 is definitely 
an artifact of the sampling procedure (meta-analyses not pertaining specifically to the 
theoretical network nor promising essential information on methodological issues were 
not ordered from the library for inspection). The distribution of the 149 references 
shows the expected increases until1984, then levels off to decrease again in 1987, with a 
sharp drop in 1988, the year in which the search was conducted (cf. Figure 2, horizontal 
lines). 

As a result of these observations it seems plausible to assume that until1984 the pres­
ent study contains a fairly representative sample of meta-analyses, an assumption which 
is underlined by the sirnilarities between the present study and the results obtained by 
FRlCKE & TREINIES (1985), described in section 6.2. However, for the years 1985 to 
1988, which had to be combined into one category for the purpose of identifying possible 
trends, it is doubtful whether the sample fulfills this requirement. 

6.4.2 Problematic issues: co ding procedure 

The co ding scheme, consisting of 80 categories, was devised to document how various 
critical aspects of the meta-analytic process are typically handled. The categories have a 
predorninantly descriptive function. They do not necessarily reflect the quality of a 
meta-analysis as such and were not intended to do so. 

The aspects recorded as present in an artic1e cannot be added up to give an overall 
mark expressing the quality of a meta-analysis. To make such a number interpretable, it 
would have been necessary to c1assify each item as either positive, negative or neutral, 
an undertaking that is not without hazards for the following reason: an item that individ­
ually appears to have a specific value can obtain a completely different meaning when 
seen in combination with others or within the context of the meta-analysis as a whole. 

For example, ignoring the diversity of the theoretical concepts of the primary studies 
analyzed by the meta-analysis would seem to indicate a negative quality. Yet, ifthe aim 
of the meta-analysis is to study such a broad, diffuse concept, ignoring the differences is 
in keeping with the intentions and cannot be regarded as negative. An apparently neu­
tral aspect such as recording and analyzing gender influences, or neglecting to do so, can 
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obtain a decidedly different quality if these are known to have an essential influence in 
the subject area being integrated. Seemingly positive items such as indicating the for­
mula used to calculate the effect sizes or testing whether the assumptions underlying the 
statistical analysis have been fulfilled, acquire a negative meaning ifthe formula are ap­
plied incorrectly or the data do not meet the necessary requirements. 

In effect, this means that the quality of a meta-analysis has to be determined individ­
ually, weighting the various aspects according to the overall context. What the coding 
scheme covers are those issues that meta-analysts consider essential to ensure that the re­
search integration can potentially fulfil rigorous scientific standards and have high 
quality. Neglecting to report specific critical issues cannot necessarily be equated with 
neglecting to consider them in conducting the work (compare MEINEFELD, 1985, 
p.300). Thus, the coded data indicate indirectly to what extent the meta-analyses fulfil 
the standards the meta-analysts have set themselves. However, adequate coverage 
allows readers to be intelligent consumers rather than mere recipients of the informa­
tion. Reporting these aspects puts them in a position to critically analyze a meta-analysis 
and assess its quality. 

In attempting to answer the question of whether the quality of meta-analyses is im­
proving on the basis of the data available in the present study, these issues have to be 
kept in mind. The data primarily indicate whether sufficient information is reported in a 
meta-analysis to allow a critical exarnination of its quality. However, if authors show a 
critical awareness of these problematic aspects of the meta-analytic approach it is likely 
that they have taken so me measures to ensure that their work is of adequate quality. 
Presenting readers with enough information enables them to decide independently 
whether the results and interpretations are reliable and valid enough for their own pur­
poses. 

So, what can basically be established when exarnining the present data for possible 
trends is whether the quality of reporting, which indirectly reflects the potential quality 
of a meta-analysis rather than determines its quality as such, is improving. These trends 
will be discussed in the following section. 

6.4.3 Possible trends in the repO/ting quality 0/ meta-allalyses 

The percentage of meta-analyses recorded per item category in each time interval was 
determined as well as the average percentage of the group of 55 meta-analyses as a 
whole, i.e. the average percentage for the total period of time (cf. Appendix 3). To ana­
lyze whether possible trends exist the percentage coverage of an item in each time inter­
val was compared to that calculated for the total group. If trends exist, this should show 
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Table 2. The number of the 80 item categories per time interval with percentages below 
or above the respective average percentage calculated far the 55 meta­
analyses as a whole. 

interval 

1979/80 
1981 
1982 
1983 
1984 
1985-88 

number of items < 

average percentage 

47 
38 
43 
34 
52 
39 

(5) 
(2) 
(4) 
(1) 
(6) 
(3) 

number of items ) 
average percentage 

33 
42 
37 
46 
28 
41 

(2) 
(5) 
(3) 
(6) 
(1) 
(4) 

The numbers in parenthesis indicate the rank order. 

itself in either systematic increases or decreases across the years. However, the per­
centages per time interval and item appear to fluctuate rather haphazardly around the 
average percentage calculated for the total period. 

That this is so, is roughly exemplified in Table 2. It shows in how many of the 80 item 
categories the percentage of recordings per time interval was above or below the aver­
age determined for the item. As can be seen there is no regular upward or downward 
trend across the years. In general, if an item category was recorded as present in a certain 
percentage of meta-analyses, this tended to remain fairly stable over the years with seem­
ingly chance or unpredictable fluctuations about the average. There are, however, some 
interesting exceptions. 

The percentage of meta-analyses publishing lists of the primary studies being inte­
grated appears to be increasing steadily (from 14% in 1979/80 to 71 % in 1985-88). At the 
same time the percentage of meta-analyses for which these articles were available to 
readers at request only decreased (from 86% in 1979/80 to 0% in 1985-88). In both cases 
the percentages established for 1981 seem to anticipate these trends (cf. Table 3). Both 
trends seem to indicate an improvement in the reporting quality because readers are 
given information enabling them to assess the scope and representativeness of the meta­
analyses more specifically. 

These improvements could have occurred because meta-analysts have come to ap­
preciate the importance of imparting this information. It seems likely, however, that 
purely technical publishing considerations playa decisive roIe in this process. This is sug­
gested by the fact that the medians of the number of primary studies integrated by the 
meta-analyses of a specific time interval follow an analogous trend (cf. Table 3). As the 
number of integrated studies decreases it is easier to publish a list of the articles and con-
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Table3. Medians of the number of primary studies integrated by the meta-analyses and 
the percentage of recordings per item categories revealing possible trends 

. 
1979/80 1981 1982 1983 1984 1985-88 Tot 

median of primary studies 72 36 53 54 24 14 43 
integrated by meta-analyses 

articles listed 14 80 40 67 67 71 58 
articles available at request 86 10 40 17 22 27 
effect sizes listed per study 20 30 25 56 71 33 
stem-leaflgraph summary 71 40 60 25 44 29 44 

conventional stat.analysis 86 90 60 67 67 57 71 
'modem' stat. analysis 10 20 58 22 29 25 
heterogeneity tested 10 30 25 22 29 20 
assumptions tested 10 17 11 14 9 
specific hypotheses 10 10 25 33 14 16 

qualityaspects 57 70 40 42 44 43 49 
contextualJscope variables 100 80 80 75 67 57 76 

reliability of outcome 71 70 60 58 33 43 56 
interactionlcontrol var. 43 40 50 33 33 14 36 

Construct definitions: 
indirectly deducible 86 40 70 58 56 43 58 
specifically formulated 57 90 60 75 89 71 75 

missing data problem noted 86 80 60 67 56 43 65 

Tot. refers to the values calculated for the total of 55 meta-analyses. The respective 
sampie sizes for the six time intervals were 7,10,10,12,9 and 7. 

sequently less necessary to have to provide them at request only. 

Similar considerations could explain the upward trend in the percentage of meta-ana­
lyses that list the magnitudes of effect sizes per primary study and the corresponding, 
though not so pronounced, downward trend in the percentage of stem-Ieaf or graphical 
representations of effect sizes (cf. Table 3). Both could plausibly be accounted for by the 
size of the sampie being integrated. As the number of primary studies decreases it would 
be more feasible to provide readers with individual results rather than only presenting 
graphical summaries. 

Unfortunately, it is impossible to establish with certainty whether the trend towards 
integrating sm aller sampies of primary studies is an artifact of the present sampie of 
meta-analyses or whether it can possibly be generalized. Only 92 abstracts ofthe 149 ref­
erences to meta-analyses obtained through the literature search contain information 
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ab out sampie sizes. The years 1980,1987 and 1988 were excluded from the investigation 
as they respectively contained only 5, 3 and 1 meta-analysis to estimate the median num­
ber of primary studies. For the remaining total of 83 meta-analyses a similar trend in the 
median sampie size could be observed: declining from 74 primary studies in 1981 to re­
spectively 53,54,39,32 and finally 22 in 1986. Because of this and judging by the amount 
of criticism directed at the practice of including very diverse primary studies, regardless 
oftheir quality, in a meta-analysis, it would not be unreasonable to presume that such a 
trend exists. 

Other trends seem to reflect the methodological developments in the meta-analytic 
approach. Across the years the percentage of 'conventional' statistical analyses seems to 
be decreasing, though maintaining a relatively high level (86% in 1979/80 to 57% in 
1985-88, cf. Table 3). In comparison, as expected, the 'modern' analysis techniques 
make their appearance in 1981 (10%) with increasing tendencies, though remaining at a 
fairly low level (under 30%) except for 1983 (58%). The same applies to the upward 
trend in testing the heterogeneity of effect sizes, after the development and introduction 
of the appropriate techniques. Like the modern approaches to analyzing the data, how­
ever, its use remains at fairly low levels. 

Whether the analogous trend shown in the percentage of meta-analyses testing the as­
sumptions on which their statistical analyses are based (cf. Table 3), can also be ex­
plained by methodological developments is doubtful. This tendency seems to reflect an 
increased (though generally low) awareness of the need to test assumptions to guarantee 
valid analyses, perhaps sparked offby the critical discussions of methodological aspects. 

A similar awareness might account for the upward trend discernible in the percentage 
of meta-analyses formulating specific hypotheses as aims, though the percentage that do 
so remains fairly low (cf. Table 3). Formulating specific hypotheses is mentioned as a 
possible way of counteracting some of the problems arising due to multiple testing with 
the resultant capitalization on chance (cf. p.27). 

An interesting)!end is the apparent gradual decrease in the percentage of meta-ana­
lyses exarnining quality aspects of primary studies as possible influences on effect size 
variability (cf. Table 3). This could indicate that meta-analysts are less preoccupied with 
questions of quality in their analyses because they have started to take care ofthe prob­
lem while selecting the primary studies. Perhaps they are heeding the arguments, voiced 
so on after the introduction of the meta-analytic approach, that the meta-analysis can 
only be as good as the data and studies included. Whether this is so cannot be deter­
mined with certainty as the relevant data concerning the selection criteria were not 
coded for the present sampie. 
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A similar down ward trend is visible in the percentage of meta-analyses examining con­
textual or scope variables as possible sources of between study effect size variability (cf. 
Table 3). Why this should be the case is incomprehensible and seems to be totally inex­
plicable. 

However, possibly these two downward trends are somehow linked to two analogous 
on es recognizable in the coding of study features: reliability of outcome measures and in­
teraction or control variables (cf. Table 3). The reliability of outcome measures can be 
considered an aspect of primary study quality. Similarly, interaction and control vari­
ables can be regarded as forming part of a primary study's contextual variables. So, if 
there is a down ward trend in either one of these, a corresponding trend should exist in 
either one of the others. 

Furthermore, presenting less information on the reliability of outcome measures and 
the interaction or control variables of primary studies in a meta-analysis seems to reflect 
negativelyon its reporting quality. It restricts the extent to which readers can form an in­
dependent opinion of the trustworthiness and scope of the primary studies and conse­
quently that ofthe meta-analyses. 

A trend that appears to reflect positivelyon the reporting quality of meta-analyses is 
the decreasing percentage of meta-analyses in which construct definitions had to be de­
duced indirectly, even though it remains over 40% (cf. Table 3). However, the nature of 
the co ding scheme employed in the present study does not lend itself to determining 
whether this is really the case. Another possible interpretation of the declining per­
centages is that no information on the construct definitions was discernible in the text at 
all. This possibility cannot be excluded on the basis of the present data. The fact that a 
corresponding increasing pattern is not mirrored in the percentages of meta-analyses 
coded as specifically formulating the construct definitions rather seems to underline this 
possibility. 

A fairly clear downward trend appears to exist in.the percentage of meta-analyses not­
ing that the primary studies do not report the data necessary for co ding relevant ca­
tegories or calculating effect sizes (cf. Table 3). This would seem to reflect qualitative as­
pects of the primary studies rather than the reporting quality of meta-analyses as such. 
Interpreted in this way, it could mean that the reporting quality of primary studies might 
be improving. This interpretation is fairly unlikely though, since it would mean that the 
meta-analyses in each time interval are integrating primary studies that have correspond­
ingly been published more recently. This seems implausible, quite apart from the fact 
that the aspect was not coded in the present sampIe. Other possible interpretations 
could be that less detailed co ding schemes might have been used in the meta-analyses so 
that missing infornlation in primary studies would not be as noticeable or that studies not 
containing the necessary information were excluded from meta-analyses at the se1ection 
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stage. Neither possibility can be answered on the basis of the present data. 

In general, even though these 15 trends appear to be relatively clear, their existence 
and possible meaning has to be seen in the light of the limitations mentioned in sections 
6.4.1 and 6.4.2. Apart from this, there are 65 other item categories for which no such 
clear trends could be identified. It seems reasonable, therefore, to assurne, as indicated 
at the beginning of this section, that no extraordinary changes in the quality of reporting 
meta-analyses have occurred during the past ten years, apart from slight shifts in em­
phasis, probably as a result of methodological developments. In addition, this means 
that the evaluation of the data presented in section 6.2 is not essentially affected and 
does not have to be reinterpreted in the light of possible deve10pments in the meta-ana­
lytic approach occurring through the years. It therefore seems highly unlikely that the ac­
tual quality of meta-analyses has been improving. 

6.5 Resume 

If one takes the results presented by JACKSON (1980) and W AXMAN and 
WALBERG (1982) as base-line for the quality of the typical narrative review, then the 
meta-analytic approach seems to have brought some improvement in most of the metho­
dological aspects concemed. If, however, one takes the standards formulated forthe ap­
proach by the meta-analysts themselves as base-line, one has to conclude, as FRICKE 
and TREINIES (1985) do, that the objectivity aimed for has, as yet, not been attained 
(also cf. ABRAMI et al., 1988). They restrict this evaluation to the statistical part of 
meta-analyses, believing that aspects such as problem formulation, sampling, assess­
ment and interpretation of the findings can only be evaluated by experts in the field. 
Similarly, SLA VIN (1984) believes that it is difficult to evaluate meta-analyses without 
understanding the underlying studies. This point of view is not shared entirely. 

The present evaluation could show, without having to take recourse to expert knowl­
edge, that these issues are often not handled as efficiently as they could be. Non-experts 
can roughly assess a meta-analysis by sticking to the evaluation scheme outlined above. 
Utilizing these evaluation criteria they might not be able to pinpoint the exact nature of 
the deficits identified. However, they will be able to determine whether or not con­
fidence in the results or conclusions seems warranted. Obviously, this procedure cannot 
be equated to an expert evaluation of a meta-analysis which is more than ticking off 
various criteria as being present or not. This is also pointed out by DRINKMANN 
(1990) in reporting the evaluation study conducted by SACKS, BERRIER, 
REITMAN, ANCONA-BERK and CHALMERS (1987) who found that of the 23 
evaluation criteria they used only an average of 7,7 were taken into account by the 86 
meta-analyses analyzed. 
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Some of the identified deficits could be resolved quite easily by more detailed repor­

ting. As JACKSON (1980) suggested, if less than 40 studies are reviewed, it should be 

possible to present a single-page table indicating a few of the characteristics of aH the pri­

mary studies as weH as their findings. Strangely enough, he does not follow his own rec­

ommendations, neither publishing a list of the 36 reviews examined nor a table of his 

findings. In the present study 23 meta-analyses integrate 40 studies or less, however, 

only 13 of these publish details of findings per study. 

In other respects it will prove more difficult to improve matters, a case in point being 

the interpretation of results. Most of the meta-analyses are exploratory in character and 

the theoretical framework is often rather vague. Both facts are not conducive to having 

results more firmly embedded within a complex theoretical background. If one accepts 

the characterization of meta-analysis given by GLASS (1983) as evaluative and atheore­

tical, serving to assess rather than explain, not intending to illuminate phenomena in an 

explanatory or analytic way, then just enumerating the findings might seem adequate. 

However, to synthesize and advance knowledge more is needed than summarizing the 

state ofknowledge in the area (STRIKE & POSNER, 1983). 

Part of the difficulty might stern from the nature of the research itself. If what 

TEDESCHI, GAES, RIORDAN and QUIGLEY-FERNANDEZ (1981) reportforre­

search in social psychology is also true for educational research (which seems possible as 

indicated by a limited analysis conducted in a study by HAGER (1985»), namely, that 

about half of the current research does not test available theory, then one cannot expect 

an integration to relate more specifically to theory. They found that most of the studies 

are intuitive demonstrations of a single idea which lead nowhere in terms of the accumu­

lation of scientific knowledge, but also state that the situation was beginning to change. 

A more pessimistic view is taken by MEEHL (1978) who feels that possibly there will 

never be a really impressive theory in personality or social psychology, most so-called 

theories in the soft areas of psychology being scientifically unimpressive and technologi­

cally worthless. 

Seen in this light meta-analysts perhaps cannot be expected to relate the findings more 

explicitly to theory. It does, however, not relieve them of the necessity of at least repor­

ting as exactly as possible what the theoretical concepts being integrated encompass. 

This would enable readers to decide for themselves whether the findings could be ap­

plied to help solve problems or answer questions at hand. Furthermore, since the advent 

of the meta-analytic approach there has been no want of suggestions for improvements 

(e.g. KENDALL & MARUYAMA, 1985; KIESLER, 1985; STRUBE, GARDNER 

& HARTMANN, 1985). However, relatively few of these seem to have been actually 

adopted in practice. Some of those which appear especially useful for enhancing the 

quality of meta-analyses will be discussed in the following section. 
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7 Improving the quality and utility of meta-analyses 

After analyzing eight meta-analyses to determine the degree to which the approach 
contributes to research integration, SLA VIN (1984) comes to the drastic conclusion 
that the way a typical meta-analysis is conducted and described is a significant step back­
ward in the art of research synthesis. Although this harsh conclusion is not shared, one 
has to admit that meta-analysts are far from fulfilling the ambitious aims and functions 
they had conceived for themselves (cf. section 2.1.) and would be weil-advised to foilow 
some of the proposals offered for their enhancement. 

The need for improvement is also emphasized by ABRAMI et al. (1988) after a de­
tailed evaluation of six meta-analyses on student rating validity. The aim of their study 
was to examine how weil quantitative reviewing methodology has been implemented. 
They found that the conclusions of the six meta-analyses were not similar. The dif­
ferences were not limited to technical details and occurred at each step of the reviewing 
process (formulation of inclusion criteria, location of studies, coding, quantification of 
fesults and aspects of data analysis). There were also differences in conception and ex­
ecution. In their view, the differences do not reflect shortcomings of the methodology 
but rather show that there are problems in the implementation of the methodology. Con­
sequeritly, they suggest various ways of resolving these by improving the specification of 
inclusion criteria, co ding of study features (for a practical example cf. ABRAMI, 
d'APOLLONIA, & COHEN, 1990) and data analysis. 

In their enlightening article CORDRA Y and ORWIN (1983) suggest ways of exploit­
ing the overlap between the three levels of research (primary evaluation, secondary anal­
ysis and quantitative synthesis) to improve the utility and quality of evaluation efforts. 
In essence, they recommend making more extensive use of the information available or 
attainable at each of the levels. Attending to more of the methodological characteristics 
in primary studies would ailow quantitative syntheses to accumulate results beyond the 
substantive conclusions. This in turn would provide a normative or actuarial database on 
the relative merits of designs and procedures, on flaws and riyal hypotheses or on condi­
tions likely to be encountered in future research, ail of which would be a valuable re­
source for planning new research. This sentiment is shared by KULIK (1984) who feels 
that accumulating and comparing meta-analytic findings from different areas would 
lead to a better understanding of factors influencing the outcome of research (also cf. 
PILLEMER & LIGHT, 1980). Secondary analysis of prirnary studies or at least point­
ing out the flaws limiting their validity and utility could help to improve the general 
quality and information al content of the meta-analytic database. Similarly, critiques of 
quantitative syntheses could highlight controversial issues leading to healthy con­
troversy (FISKE, 1983), just as reanalyses, using competing techniques or redundant 
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data-sets for cross-validation, could help in assessing the validity or robustness of meta­
analytic results (also cf. HEDGES, 1986). 

In the same vein DRINKMANN (1990) advocates taking a multi-method approach in 
meta-analyses. On the one hand, depending on the technique chosen, different results 
could be obtained, on the other the technique chosen might result in possibly systematic 
selection effects. The extent to which these rnight influence the results cannot be pre­
dicted. Performing parallel analyses would lead to data useful for analyzing these as­
pects, add to knowledge about the appropriateness and advisability of choosing specific 
techniques as well as allowing one to estimate and perhaps control the extent to which 
selection effects deterrnine results. 

These useful recommendations remain largely within the strictly quantitative integra­
tion strategy followed by meta-analysts. However, as HEDGES (1986) puts it, the most 
persuasive meta-analysis is likely to be one that combines the strengths of qualitative re­
views with serious quantitative methodology (a belief shared by several methodologists, 
cf. end of section3.3.3). 

7.1 Combining qllalitative and quantitative reviewing approaches 

From the readers' point of view meta-analyses would benefit decidedly, if more of the 
qualitative way of reviewing were included in the quantitative approach. This concerns 
primarily the theoretical part of the meta-analysis. More explicit descriptions of the the­
ories and constructs, the research techniques used in the area and the problems or con­
troversiai issues involved, would put the consumer in a better position to understand the 
rather abstract quantitative presentation and analyses which of necessity have to work 
with terse, scanty or reduced information al units, perhaps intelligible only to those 
familiar with the studies or field of research. 

Besides this, presenting details narratively would dirninish the slightly overwhelrning 
effect created by the statistical data and allow consumers access to the findings from a 
less abstracted level. Through detailed qualitative and conceptual arguments they could 
gain a clearer insight into the nature of the theory and research being integrated than 
they can now with mainly the coded information to go by. This would reduce their hav­
ing to rely predorninantly on the interpretations given by the meta-analysts, rather than 
being able to reconstruct these by themselves. 

The qualitative approach should be used to supplement the quantitative methods 
(CHELIMSKY & MORRA, 1984; HEDGES, 1986). This is necessary not only to en­
hance the understanding of the substantive domain but also because not all of the data 
presented in primary studies is amenable to being coded or fitted into the current frame-
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work of the meta-analytic approach. One consequence is the loss of information, an-
6ther that most meta-analyses exclude studies using other than comparative methods 
(CORDRA Y & ORWIN, 1983), thus in effect basing the integration on a very specific 
selection of research evidence. Dealing with the data narratively is one way of coping 
with the problem. 

On the other hand, qualitative methodology can be utilized to analyze descriptive fea­
tures and findings as GUSKIN (1984) suggests. That this can be done profitably is dem­
onstrated in the meta-analysis conducted by MOORE and READENCE (1984). The 
fact that meta-analyses have difficulty in capturing the contextual richness and subjec­
tive reports of study outcomes induced them to apply a form of content analysis to the re­
searchers' discussions and conclusions. They could show that the aspects disclosed in 
this way can be employed to explain or mediate the results of the meta-analysis and help 
to develop new lines of research. In general, however, meta-analysts largely tend to 
neglect the qualitative data contained in the studies and to take little note of the possi­
bilities qualitative approaches have to offer, although these could enrich meta-analyses 
in a variety of ways. 

7.2 Taking commullicatioll quality info accoullt 

A perspective worthy of attention is central to the work of NOBLIT and RARE 
(1988). These scientists, working within the qualitative research tradition, perhaps trig­
gered by the meta-analytic approach and the resulting discussion of research integration 
in general, realized that if they wish to communicate what interpretive research reveals 
to policy makers, concerned public or scholars and to reflect on their coilective craft, 
they would have to find ways of synthesizing qualitative research. To this end they de­
veloped their approach cailed meta-ethnography, which is primarily concerned with 
understanding the sense ofthings. According to NOBLIT and RARE (1988) the transla­
tion theory of social explanation is the unique aspect cif meta-ethnography. Communi­
cating knowledge involves translating symbol systems between two or more parties. Be­
cause of this emphasis they concern themselves with the audience the synthesis is in­
tended for. To be effectively communicated it should be rendered in a language and 
form appropriate to the audience. The worth of a synthesis is seen in its comprehensi­
bility to some consumer. 

It is this perspective that meta-analysts should take to heart. Although making re­
search evidence available to consumers in an adequate way is formulated as one of the 
general aims ofthe approach (cf. section 2.1), judging by the typical format ofthe meta­
analytic reports, the characteristics of the recipients of the information seem unclear. 
Perhaps the wish to reach the lay public as weil as scientists, whether familiar or not with 
the domain being integrated, with the same article is part of the problem. The result is 
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. that the needs of neither are appropriately satisfied. More attention to the aims of the 
meta-analysis, even if they are exploratory , might improve the situation, directing more 
explicitly what to analyze and report: integrating research evidence to achieve a norma­
tive basis for planning future studies in the field would need other details than necessary 
if the object were to inform practitioners about what research findings could possibly be 
transferred into practice. In either case the practical relevance of the meta-analysis 
would be improved. 

These issues are discussed more explicitly in cireles concerned specifically with the 
problem of knowledge accumulation and dissemination and appear far from resolved. 
As, however, the general presentation of meta-analyses could benefit from the reflec­
tions made, the following section will digress briefly to summarize some of the aspects 
considered important for knowledge synthesis and use in general. 

7.3 Knowledge synthesis alld practical relevance 

Of special interest in the discourses on knowledge synthesis is the importance at­
. tached to the user perspective. This is evident in the definitions ofknowledge synthesis, 

in the guidelines and criteria developed for 'good' syntheses as well as in the characteris­
tics identified as deterrnining the usefulness of knowledge. 

There are two broad definitions of knowledge synthesis that represent two different 
perspectives: the first refers to the process of doing a synthesis, the second focuses on syn­
thesis as a way in which knowledge is used. In elose agreement with the aims of meta­
analyses, synthesis is defined as the process of accumulating knowledge relevant to a 
given topic, showing the interrelationships among pie ces of knowledge, moving from re­
search reports to a consolidation and integration of findings, resulting in a product use­
ful to various groups ofpractitioners (KLEIN, 1989; WARD & REED, 1983). These 
products inelude encyelopedic artieles, research review reports or books that review spe­
cific areas of knowledge, all deriving their summaries, conelusions or irnplications from 
the work of others (KLEIN, 1989). However, emphasizing the users' perspective, syn­
thesis is also seen as a process in the mind of the practitioner, policy maker or other 
knowledge user for utilizing knowledge to make sense of a situation or problem and to 
decide upon an appropriate course of action (WARD & REED, 1983). 

Similarly, STRIKE and POSNER (1983) define synthesis as a multifaceted activity, 
unifying intellectual parts into a coherent whole. Based on this view, they develop a list 
of 15 types of intellectual enterprises that could be considered as cases of synthesis. They 
believe, however, that those involving a higher degree of conceptual innovation, gener­
ating a unifying conceptual framework, lie at the centre of the concept. Furthermore, in 
their conception, synthesis and research activities are elosely linked (compare 
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CORD RA Y & ORWIN, 1983), an integral part of the process of empiricalinvestigation 
b"eing the understanding and reflection of results which in turn directly influences the 
conceptualization of new studies. 

Most of the reviews produced by the meta-analytic approach would fit into their cate­
gory of quasi-synthesis. In their view, quasi-syntheses impose some form or order on 
ideas without generating an integrating perspective. They neither create new concepts 
nor modify, transform or reorganize current ones. Rather , they weigh the bulk of evi­
dence from diverse sources, develop applications of an existing idea or assemble infor­
mation in useful ways, yet falling short of intellectual wholes, i.e. only performing some 
of the roles of synthesis. 

According to WARD and REED (1983) little is to be gained by labeling one docu­
me nt as synthesis and another as something else, because being identified as synthesis 
does not reflect on its quality or usefulness. Rather than trying to identify special classes 
of synthesis products, the crucial issue should be the relationship between the knowl­
edge structure and the intended use of the knowledge, taking into account the knowl­
edge needs, skills and settings of potential users. That the importance of these issues is 
also stressed by STRIKE and POSNER (1983) is expressed more explicitly in their dis­
cussion of what constitutes a good synthesis. On the one hand this question concerns the 
standards by which to judge the intellectual quality of a synthesis, on the other the stand­
ards for deterrnining its usefulness. 

In general, an intellectually sound synthesis will clarify and resolve the inconsistencies 
prevalent in the material being integrated, will result in a progressive problem shift and 
satisfy the formal criteria for good theory: consistency, parsimony, elegance and fruitful­
ness. In considering the aspect of usefulness, STRIKE and POSNER (1983) suggest that 
one has to qualify the question by adding 'useful for what?', thereby reintroducing the 
subject of the characteristics of the intended audience mentioned in the previous sec­
tion. Although they do not believe that syntheses for researchers and practitioners 
should differ fundamentally, they suggest that these recipients indicate two contexts of 
use that should be exarnined. 

From the practitioners point of view useful syntheses will be those that answer the 
questions being asked and present information relevant to fulfilling the consumers' ob­
jectives. This implies that useful knowledge provides recommendations that can be 
acted upon. However, it also assurnes that practioners adequately understand the situ­
ation and are asking the appropriate questions. According to STRIKE and POSNER 
(1983) this tends to restrict the role ofresearchers to the more technical aspects ofprac­
tice rather than also Ietting them provide theoretical information useful to understand­
ing and deciding what rnight be worth doing. Moreover, this point of view makes practi­
tioners mere recipients of research results rather than persons capable of understanding 
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the theoretical basis of the recommendations. To researchers a synthesis is useful if it 
does more than summarize research evidence in a given area. It should judge the current 
state of research and suggest future directions, helping to maintain a coherent research 
effort. They conclude, however, that closer co operation between researchers and 
practioners would benefit research in general (also cf. GOOD 1983b). 

The user perspective is also clearly included in the checklist of questions developed by 
KLEIN (1989) to guide the process ofknowledge synthesis. They concern four character­
istics of synthesis products: intrinsic qualities, spin off 'unintended' effects, user­
dependent qualities and development options. 

Some qualities of syntheses are considered intrinsic because they do not depend on 
how the product interacts with specific users. As these questions concern highly spe­
cialized aspects, different experts might be necessary to guarantee them: the quality of 
the synthesis content, the technical or methodological quality, social fairness and com­
munication quality. The latter, however, intro duces the intended readers or audiences 
as factors needed to evaluate the quality of the docuDent, aspects considered in greater 
detail under the heading of user-dependent qualities. 

These relate to the desirability, utility or practicality and effectiveness of the syn­
thesis. The question of desirability concerns issues such as whether there is a current de­
mand for a synthesis on the specific topic and wh ether it could provide additional knowl­
edge. The aspect of utility or practicality refers to matters such as the appropriateness 
for the intended user, readability, user-friendliness in the sense of being self-contained, 
accessible and presenting a sufficient amount of imerpretation. Effectiveness relates 
more directly to how synthesis products affect users: Do they und erstand and learn from 
what they have read? Do they apply the knowledge? Does it change their behaviour? 

The questions regarding the spinoff benejits concern more general effects: identifying 
gaps in the research, creating new insights, providing recommendations for improving 
research and synthesis efforts and the general impact ~s shown by references to or cita­
tions of the work in other accessible documents. The considerations KLEIN (1989) 
classifies under development options are intended to stimulate thought and discussion 
on what constitutes an effective knowledge synthesis process, a topic about which little is 
known. 

Comparing these guidelines with the aims and functions meta-analysts have formu­
lated for their work and what the typical meta-analytic reports are like, brings to light a 
few remarkable aspects. Whereas the aims and functions (cf. section 2.1.) seem to stress 
similar points, the actual meta-analyses seem to focus primarilyon the issues KLEIN 
(1989) discusses under the heading of technical quality (i.e. the methodological ade­
quacy); neglecting or only touching in a cursory way upon most of the other aspects con-
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sidered necessary to obtain a knowledge synthesis of quality. One wonders, whether 
meta-analysts are aware of the fact that they are actually only performing a fraction of 
wh at it takes to synthesize knowledge. They seem to concentrate so much on methodol­
ogy as to overlook that quantification, co ding and statistical analysis alone do not 
provide the sort of comprehensive, organized information needed to benefit understand­
ing and facilitate knowledge interpretation activities. 

Although the strictly quantitative approach may enhance confidence in the conclu­
sions reached, this alone does not make them useful to scientists and practitioners in the 
sense of presenting them with an adequate basis to work from. As CORDRA Y and 
ORWIN (1983) point out, a quantitative synthesis cannot rely on the application of sta­
tistical procedures to yield meaningful results, a better balance between extracting statis­
tics and interpretation needs to be achieved. To this purpose meta-analysts should per­
haps take up so me of the considerations discussed above and heed the characteristics 
WARD and REED (1983) tentatively identify as deterrnining the usefulness of knowl­
edge, i.e. its structure. Of the three major categories of characteristics (content, concep­
tual structure and physical structure) the following variables used to describe the concep­
tual structure seem especially helpful for producing useful syntheses. 

The assumptiolls made ab out the audience are basic to preparing a synthesis document 
and will influence all other characteristics of the conceptual structure. To a great extent 
they determine the intended lunction of the synthesis. The adequacy of the conceptual 
structure is closely related to the previous two variables. Are the factors and relation­
ships potential users have to consider in making decisions and taking action all taken 
into account? Both presenting too much knowledge, organized in an irrelevant way, and 
too little knowledge, ignoring important variables, can be detrimental to achieving an 
adequate synthesis. Similarly, the complexity of the knowledge caiJ. either be so high as 
to make it difficult to use or simplify situations to such an extent as to be oflittle value. 
The last two variables describing the conceptual structure are the degl"ee 01 integration 
and the amount 01 innovation 01" creativity characterizing the synthesis. 

However, as WARD and REED (1983) indicate, whether a synthesis will be used at 
all might depend very much on the actual physical structure of the document: its general 
format, language and readability should match the expectations of potential consumers 
who might otherwise not accept the information. According to MINTZ (1983) little is 
known about how evidence affects judgements and behaviour. Therefore these ques­
tions should be examined more scrupulously, a view shared by KLEIN (1989), who feels 
that to improve knowledge syntheses one will have to identify what the most effective 
synthesis processes and products are. 

STRIKE and POSNER (1983) present two models on how research has an effect on 
practice. The pipeline model conceptualizes the dissemination of useful knowledge as a 
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process of direct contact between the producer and consumer, i.e. the knowledge is 
targeted to a known audience. need or question. In the diffusiolll1lodel the connection 
between producer and consumer is indirect, the knowledge is developed without a spe­
cific user or application in mind. a ffecting research, practice and training of practitioners 
through gradual changes in climate, beliefs and opinions. 

qbviously, focusing more specifically on the user's knowledge, skills, needs and set­
tings will increase the practical relevance of a synthesis document. However, this may 
imply that a given synthesis cannot be useful to a broad audience, the specificity of needs 
and situations restricting its relevance. In formulating areport writers usually have some 
idea of who is intended to read their article. It would seem selfevident that they structure 
and formulate the report accordingly. Meta-analysts do not appearto attach great impor­
tance to this issue. Rather, they seem to expect their readers to acquire the knowledge 
necessary to be intelligent consumers and cntlcs of meta-analyses as 
BANGERT-DROWNS (1986) explicitly demands (cf. introduction). In effect, this 
means that the task of achieving effective communication is given to the rec~iver, rather 
than regarding it as the sender's problem, which seems contrary to what communication 
is a11 about. 

Perhaps meta-analysts need to clarify more specifically the functions their approach 
should fulfil, although after reading various methodological articles (cf. section 2.1) one 
would imagine that these are clear enough. Yet, while GLASS (1983) characterizes 
meta-analysis as seeking general conclusions and good generalizations, remaining eva lu­
ative and atheoretical in the process, assessing rather than explaining, HEDGES (1986) 
analyzes why meta-analyses fail as explanations. He postulates that research reviews 
must succeed as 'explanations' ifthey are to be useful. In his view explanation consists of 
more than generalization and summary. Ithas to make linkages to background beliefs, 
theories and empirical data clear, and relate the phenomenon to other ideas presumably 
understood and perceived as relevant by the recipients of the explanation. Thus, appar­
ently HEDGES (1986) considers that explanation is a function meta-analytic reports 
should fulfil and that the potential consumer deterrnines whether this has succeeded. He 
focuses on researchers as intended recipients, suggesting that the constructs of treat­
ment, control and outcome should be fairly narrow and specific to the domain being inte­
grated, if meta-analyses are to be more credible. In addition, the quality of the studies 
being integrated should be discussed with particular attention to the specific'difficulties 
experienced in the domain. Furthermore, qualitative information not explicitly coded 
as between study difference should not be overlooked as it could play an important role 
in interpreting results, concluding that perhaps meta-analyses should be made to look 
more like conventional narrative reviews. 

These reflections evidently make use of many of the ideas discussed in connection 
with knowledge synthesis in general and the advantages of combining qualitative and 
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quantitative reviewing approaches to improve the usefulness of meta-analytic reviews. 
Sirnilar considerations could be developed with practitioners as the prospective recipi­
ents, making the report more suitable to their presumed objectives. Thus, perhaps, just 
quantitative1y summarizing and integrating research evidence is not enough. It neither 
reduces the confusion and heterogeneity present in research efforts nor points to a way 
out of the dilemma. 

Whereas the meta-analytic approach was developed to confront the inconsistencies in 
the findings of primary research and narrative reviews, the quantitative research syn­
theses themse1ves are now reaching different condusions (BRYANT & WORTMAN, 
1984; WANOUS, SULLIVAN & MALINAK, 1989). However, as compared to nar­
rative reviews these differences can be identified more readily and completely 
(ABRAMI et al., 1988). These inconsistencies as weil as the hope of achieving a better 
understanding of the factors influencing research outcomes (CORDRA Y & ORWIN, 
1983; KULIK, 1984) have led to the trend of publishing reviews of reviews which will be 
described in the following section. 

7.4 Reviews 0/ reviews -- meta-synthesis? 

Arguments about the meaningfulness and integrity of quantitative syntheses can 
potentiaIly be settled through routine critiques and reanalyses (CORD RA Y & 
ORWIN, 1983). However, replication attempts are likely to lead to disagreements. 
These arise because different sets of studies were used, different comparisons within pri­
mary studies were considered worth analyzing, different analysis strategies were applied 
or investigators exarnined the data from a different theoretical perspective (ABRAMI 
et al., 1988; BRYANT & WORTMAN, 1984; DRINKMANN, 1990; WANOUS, 
SULLIV AN & MALINAK, 1989). Apart from replications ofmeta-analyses, indepen­
dent syntheses on sirnilar topics are also available because authors were either not aware 
that these had been conducted or preferred not to mention or refer to them for some 
reason. 

Researchers hope to resolve inconsistent review findings by integrating them. Intro­
ducing the term meta-synthesis for this effort, BRY ANT and WORTMAN (1984) pro­
mote the cumulation and comparison of condusions drawn from independent meta-anal­
yses using different criteria to select and evaluate evidence covering the same research 
domain, feeling that this is the only way in which one can ultimately converge on the 
truth. On the other hand, researchers support conducting reviews of reviews across dif­
ferent content areas in the hope of finding general rules about factors influencing re­
search (CORDRAY & ORWIN, 1983; KULIK, 1984; PILLEMER & LIGHT, 1980). 
Another reason given for reviewing reviews was that the literature is so extensive on cer­
tain topics that it did not seem feasible to synthesize the primary studies (HAERTEL & 
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·WALBERG, 1980). These intentions are very similar to the purposes of the meta-ana­
Iytic approach. The main difference appears to be that, instead of using primary studies 
as database, reviews or meta-analyses now serve this purpose. Quite a number of such 
documents seem to have been published to date. The impressions reported here are 
neither unbiased nor necessarily representative as they are based on a sm all sampie that 
was obtained by chance during the search for literature described in section 6.1.1. 

One would imagine that meta-analysts, after stressing the need to improve the meth­
odology of reviewing practices, would translate or extrapolate their systematic ap­
proach to this reviewing enterprise. The remarkable fact is, however, in undertaking 
these efforts meta-analysts seem to regress to the pre-meta-analytic era, forgetting all 
they have propagated about a rigorous and systematic approach to scientific reviewing. 
These reviews not only reduce the amount of substantive information given even more 
than meta-analyses, but also te nd to neglect one or more of such elementary matters as 
representativeness of sampling, exhaustiveness of the literature search or critical evalua­
tion of the meta-analyses being integrated. The quality of documentation leaves much 
to be desired. If replicability were to be an indication of quality in these cases, an evalua­
tion would frequently have to lead to the pronouncement of a fairly devastating sen-

. tence. Whether these reviews of reviews could be useful, is difficult to deterrnine. If, as 
WALBERG (1984b) suggests, one has to read the originalliterature to understand the 
effects of specific factors and conditions, one wonders whether it would not be more ef­
fective to just publish the bibliography, thereby considerably reducing the amount one 
would have to read before having to consult the original sources anyway. 

The group of researchers working in concert with Walberg has apparently been pub­
lishing reviews of reviews since 1979. These efforts were undertaken largely to find sup­
port for the theoretical models of educational productivity developed by Walberg and 
Hattie. It came as a surprise, therefore, that KULIK and KULIK (1989) do not mention 
or refer to these syntheses of reviews and meta-analyses in their work, especially as the 
ground covered is very similar. Furthermore, regarding the publications of the Walberg 
group, from 1984 onward the documents seem to repeat in varying degrees of detail the 
work, tables and conclusions already presented previously, one ofthe more comprehen­
sive summaries being the article by WALBERG (1986), the latest being published by 
FRASER (1989). In the course ofthis process, it becomes increasingly difficult to com­
prehend exactly what sampie of studies, reviews and meta-analyses the syntheses are 
basedon. 

What sort of general conclusions do these reviews reach, apart from the more specific 
educational aspects examined? WALBERG, SCHILLER and HAERTEL (1979) con­
clude that certain conditions and methods consistently produce certain outcomes, but 
no single method or set of conditions is superior on all outcomes. W AXMAN and 
WALBERG (1982) find that the reviewers' conclusions are statistically consistent with 
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one another. ANDERSON (1983) states that the meta-analytic technique has a great 
deal of stability, being robust to variations in definitions, procedures, sampling and cod­
ing. BORGER, LOH, OH and WALBERG (1985) report that the conclusions ofpri­
mary studies and reviews they integrated reinforce one another. FRASER, 
WALBERG, WELCH and RATTIE (1987) conclude that the findings across meta­
analyses of the same topic were sirnilar, though the pools of sampled studies differed con­
siderably. In the same vein FRASER (1989) indicates that the findings of meta-analyses 
were predominantly modest in size but surprisingly generalizable, studies yielding simi­
lar results in national and international sampies, using different research methods, edu­
cational subject matter and student populations. KULIK and KULIK (1989) formulate 
two broad lessons taught by their review of meta-analyses: most experimental treat­
ments and innovative programs in education yield sm all to moderate positive effects and 
the mediating influence of design or publication features on these results appear to be 
quite smalI, although they can be moderate in so me research areas. 

Whether consumers find these documents useful will probably depend on the kind of 
information they are looking for. One thing is certain, however, these articles cannot 
serve as the sort of normative or actuarial database envisaged by CORDRA Y and 
ORWIN (1983). Nor can these attempts replace or make previous publications super­
fluous, a hallmark suggested as characteristic of important scientific work (cf. section 
2.2). The amount of informed detail is too lirnited to present a comprehensive picture of 
the issues crucial to the field being integrated. Perhaps part of the problem is that journal 
editors allow too little space for reporting results in adequate detail as WALBERG 
(1986) indicates. On the other hand, perhaps the aims reviewers have set themselves are 
unrealistic, consequently the standards by which their work is measured are also too 
high. The nature of behavioral sciences makes it difficult to draw definite conclusions 
(ANDERSON, 1983), so perhaps one should not expect wonders from the meta-ana­
lytic approach to reviewing. Whereas meta-analytic reports definitely cannot solve this 
problem of the social sciences, they could furnish readers with an organized and compre­
hensive overview of the theory and findings in particular research domains, using the 
quantitative analyses to indicate specific trends. It seems unwise to create the im­
pression that concrete conclusions could be achieved, for this can only lead to disen­
chanting consumers with an approach that has decided advantages over the tradition al 
way of reviewing, if the critiques and recommendations so frequently voiced were 
heeded to a greater extent. 

7.5 Concluding remarks 

One of the major problems confronting both practitioners and researchers is the abso­
lute information-overload they have to cope with. For instance, with regard to meta-ana­
lytic techniques FRICKE and TREINIES (1985) state that it will be almost impossible 
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even for experts to register and assimilate all the methodological proposals being pub­
lished or suggestions for their application. For practitioners the problem of keeping up 
with sciel tific developments is even greater. For this reason efforts to accumulate, COn­
solidate ;lud disseminate knowledge are extremely important and can "only be encour­
aged. Rc'vever, two things are apparent with regard to these efforts. Firstly, reviews or 
meta-ana'yses are usually not comprehensive enough to provide an adequate basis for 
scientists ,)r practitioners to work from. Secondly, they are not stemming the flood of ar­
tic1es one has to cope with, as reading the original or additional artic1es is still necessary 
to obtain an accurate impression of the theoretical domain being integrated. Further­
more, in the course of doing so, readers will find that quite a number of these do not re­
port decidedly new information and are repetitive in character: slightly modified ver­
sions of artic1es by the same author published in different journals or books, yet 
frequently making no references to the similarity, or research reports covering similar 
ground, yet making no cross-references to other scientists also working in the area. 

This state of affairs is neither new nor restricted to the field of meta-analysis (e.g. cf. 
BRACEY, 1989; KLICRE, 1990; MEINEFELD, 1985; STRAUSS, 1969; STRING­
FIELD, 1991). A number offactors contribute to it, some of which appear to be difficult 
to alter. One of these is the apparent pressure on scientists to write and publish artic1es, 
come wh at may. This is the main measure of their scientific worth, but it can also result in 
sloppy publishing practices. Closely re1ated to the previous aspect is the competitive na­
ture of academic work and the existence of citation 'syndicates'. Both are not conducive 
to co-ordinating research efforts, placing the work within a larger perspective and mak­
ing interconnections c1ear through explicit and comprehensive cross-references to pre­
vious theory, research and ideas. Furthermore, apparently primary research and theory 
development are considered more prestigious scientific enterprises, allegedly requiring 
higher and more refined intellectual capacities than efforts to consolidate and synthesize 
existing knowledge (theory and research). Yet, as one can deduce from the evaluation 
and discussion given above, this is a complex undertaking, high quality being difficult to 
achieve. 

Although such efforts should be aprerequisite and the basis of all further scientific de­
velopments, they are apparently often regarded as mere drudgery and of secondary im­
portance, thus handled in a cursory way. This constitutes a factor that can and should be 
changed. Information technology has simplified the task of finding literature relevant to 
specific topics, but the databases are usually incomplete, the descriptors for searching 
them are often fairly general, limiting the precision ofthe search and the terminological 
diversity prevalent in the social sciences does not help matters. Although one can hardly 
hope to gain access to most or all sources of information relevant to a topic one should at 
least try to incorporate most of wh at is available. Particularly when summarizing the 
state-of-the-art or integrating research evidence special efforts need to be made to pro­
vide a comprehensive overview of the theory and empirical results, perhaps even provid-
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ing readers with references to related topics, research or articles not specifically dis­
cussed. These practices could possibly reduce the amount of additional reading ne ces­
sary for those not well versed in the particular domain, simplify the task of identifying lit­
erature relevant to related questions and provide other scientists with a good foundation 
to build on in continuing research efforts. The value of good bibliographies and detailed 
narrative or meta-analytic reviews should not be underestimated by either practitioners 
or scientists. 

As indicated above, the potential value of meta-analyses could be increased, if these 
matters were given more attention, making them more informative as well as useful. 
Largely, the question of usefulness tends to be neglected. Focusing on it more specifi­
cally would enhance the practical relevance of meta-analyses for both scientists and prac­
titioners. The degree of practical relevance scientific endeavours can hope to attain is 
necessarily limited by the nature of social science and practice. But up to now even these 
possibilities have not been fully exploited. According to GOOD (1983a) researchers 
should think more seriously about the meaning and relation offindings to practice, a sen­
timent that can also be applied to meta-analytic research. How matters could be irn-
proved in general, regardless of wh ether fellow-scientists or practitioners constitute the 
intended audience, has been briefly outlined above. 

More specifically for the benefit of practitioners, it might also be important to clarify 
what meta-analyses, research or theory can realistically achieve. This could help to 
avoid disappointing expectations or prevent consumers from overreacting to research 
findings and considering results too narrowly as GOOD (1983b) fears. Ideas concerning 
this issue are repeatedly voiced by GOOD (1979, 1983a, 1983b) in his reviews on educa­
tional research anQ appear worth noting. He points out that theory and research cannot 
solve problems or provide answers. They can, however, clarify issues by providing guide­
lines, concepts, frames of reference or directions to think about situations; specify 
dimensions relevant to understanding phenomena; yield an awareness of problems and 
alternative ways of solving or responding to them by extending the range of hypotheses 
and alternative strategies considered; or sensitize practitioners to possible conse­
quences of actions. 

Furthermore, Good stresses that it is difficult to translate findings into recommenda­
tions or a set of specific behavioral prescriptions. On the one hand the knowledge is 
usually too limited. Whereas the variables affecting teaching and learning are 
numerous, complex and interrelated, research focuses mainly on single variables rather 
than more comprehensive contexts. On the other hand the nature of problems and situ­
ations to which practitioners want to apply findings are varied and unique. The generali­
zations derived from research and theory are, however, indeterrninate in the sense that 
they cannot predict what will happen in a particular case. Consequently, blind applica­
tions of research findings should be discouraged. Practitioners should rather be encour-
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. aged to adapt findings to their own situation and IIl0nitor their impact. Therefore 
GOOD (1983a, 1983b) propagates presenting knowledge or information in adecision 
making format along with judgemental skills that help persons to examine concepts and 
apply them to their unique settings, concluding that the best research can hope to 
achieve is to help practitioners analyze their own settings and become more adept at 
seeing, understanding and reacting to conditions they face. 

These reflections seem to sum up what meta-analysts can realistically hope to achieve 
with regard to practical relevance for practitioners. Most of these ideas link up to the sug­
gestions made for improving the quality of meta-analyses. They also particularly under­
line the fact that little is to be gained in the way of understanding concepts or how re­
search findings can be translated into practice by presenting predominantly quantitative 
data, or effect sizes accurate to a few decimal points, without also providing sufficient in­
formation on the theoretical background, allowing readers to recognize the theoretical 
and practical implications and intricate interrelationships of the findings. 

In summary one may conclude that the advent of meta-analysis and the resulting dis­
cussion of reviewing practices in general have led to some improvements. As yet, how-

. ever, one should not be satisfied with what has been achieved, but rather intensify ef­
forts to improve the methods of knowledge synthesis and accumulation both by attend­
ing more specifically to those issues identified as enhancing their quality and by 
continuing research on what could possibly improve their quality and usefulness. 
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GLOSSARY 

(italics indicate that the word is described elsewhere in the glossary; page references to 
the theoretical sections of the text are given for terms of special importance) 

ANOV A: short for ANalysis Gf VAriance; refers to statistical procedures based on the 
separation of a sample's total variance into components associated with defined sources 
of variation; the aim is to find out whether there are differences between various compo­
nents so as to identify sources of variations 

alternative hypothesis: commonly used to denote the statistical hypothesis formulated 
in contrast to the null hypothesis , postulating that the variables under investigation are 
related or that real differences between experimental groups exist; also used in the sense 
of rival hypothesis 

assignment rules: mIes by which subjects are assigned to various experimental groups, 
e.g. random assignment (chance), self-assignment, matching 

binomial effect size display: (BESD) a method developed to make the practical import 
of effect sizes evident and their interpretation more transparent; they are transformed 
into a measure of success rate, indicating the improvement or difference that can be ex­
pected, e.g. a correlation of 0.3 is considered a moderate effect size, indicating that 9% of 
the variance is explained, in terms of the BESD it means that the success rate has 
changed from 35% to 65%, i.e. has practically been doubled (p.25) 

blocking: has the general purpose of dividing material into blocks which are homo­
geneous; a term deriving from factorial experiments; a control tecJ1Ilique in which blocks 
are used to isolate sources of heterogeneity; uncontrolled variation is measured by co m­
parisons between blocks 

box count: also referred to as vote count; technique in which the number of neutral, posi­
tive and negative statistical hypothesis test results in the sampie of reviewed studies is 
deterrnined with the aim of establishing wh ether one of the categories predominates, in­
dicating wh ether the research results in general appear to support the research hypo­
thesis or not 

capitalization on chance: results from a misuse of the principle of significance testing; 
when many tests are performed on the same data-set the likelihood of finding apparently 
significant results is increased; one capitalizes on the occurrence of a few extreme cases 
among many comparisons (p.27, 47) 

coding: process in which a study is quantified by recording the information it contains ac­
cording to a specific system of categories covering all study features and characteristics 
relevant to the meta-analytic research hypothesis so that the coding represents a compre­
hensive, quantitative description of the respective study 
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co ding reliability: measure of the degree of agreement achieved when several persons in­
dependently code the same article; also seeimercoderagreement/reliability (p.21, 29.46) 

combined probability: if several independent tests of the same research hypothesis exist. 
the probability with which their respective llull hypot/leses are false can be combined by 
a variety of techniques to obtain a sounder test of the research hypo thesis (p.1S. 25) 

common metric: also referred to as common scale; means that values are directly com­
parable because they are expressed in the same dimension; see standardizing 11l1it 

(p.ll, 14,22,24) 

confounding: occurs in an experiment if a variable is systematically related to the inde­
pendent variable and may differentially affect the dependent variable, thus making it im­
possible to interpret the results; the potential effects of the variables under investigation 
cannot be separated fram the possible effects of other variables; to avoid this there are a 
variety of control techniques that can be employed, depending on the experimental de­
sign 

construct definitions: construct is another term for theoretical concept; refers to a charac­
teristic that cannot be observed or measured directly (e.g. intelligence); it is defined in 
terms of other theoretical concepts and its existence can only be established by speci­
fying theoretically deduced indicators that can be measured directly; also see operatioll­
alization (p.14, 22, 28) 

construct validity: concerns the adequacy with which theoretical concepts have been 
translated into observable variables; the extent to which operations reflect the research 
constructs; the approximate validity of generalizing about the COllstructs from the re­
search operations; thus, construct validity of causes concerns the question of whether 
the experimental manipulations adequately represent the particular theoretical cause 
concepts (independent variables); construct validity of effects refers to whether the 
procedures used to measure the effects (dependent variable) actually tap the theoretical 
factors they are meant to (p.31, 34, 39, 41) 

control techniques: are procedures employed in experiments to help ensure that the re­
sults are valid, i.e. can be interpreted unambiguously; they are an important aspect in de­
signing experiments; examples of control techniques are elimination, constancy of condi­
tions, balancing and randomization 

correlation: a measure of relationship between two or more variables; variables are 
correlated if their values covary, i. e. values of the one are systematically related to either 
equally high values (positive correlation) or correspondingly low values (negative corre­
lation) of another 

dependent variable: is the variable presumed to be affected by manipulations of the inde­
pendent variable; changes in dependent variables are measured to determine the effect 
of independent variables; the value of dependent. variables can be predicted from values 
of the independent variable 
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effect size: expresses the degree to which a phenomenon or relationship is present or 
'manifested in a population; a measure of the magnitude of an experimental effect; many 
different formula are available to calculate it; the most commonly used are: the dif­
ference between two group means divided by their common standard deviation (d) and 
the correlation (r) between two continuous variables (p.ll, 14,24-25,46); interpretable 
effect size: are calculated using uncorrected measures of the dependent variable (cf. final 
status score) and the standard deviation as standardizing unit; because of this they are con­
ceptually equivalent and can be interpreted on a common scale which is aprerequisite 
for making valid conc1usions ab out effects in meta-analytic studies (p.24); operative ef­
fect sizes: are calculated using adjusted values, removing sources of irrelevant variation; 
they are not conceptually equivalent when calculated for different experimental designs 
because different standardizing units are used and thus cannot be interpreted in a single 
way; their use in meta-analyses is not recommended because they are not necessarily di­
rectly comparable (p.24); interpretation of effect sizes: the magnitudes of effect sizes are 
most frequently interpreted as standard deviation difference between two groups or per­
centiles (the percentage of persons in the one group exceeding the scores of those in the 
other group); Cohen's c1assification of large (d=.8, r= .5), moderate (d=.5; r=.3) and 
sm all (d= .2; r= .1) effect sizes for the area of social sciences is a relative interpretation; 
what is labeled sm all or large should depend on the magnitude relative to a variety of re­
lated estimates chosen because of their substantive relevance to the topic under study; 
behavioral equivalents such as gains on standardized tests are also used to make the 
meaning of effect sizes c1ear (p.25, 44); also see binomial effect size display 

extern al validity: concerns the question of whether the results of the investigation are ap­
plicable to situations outside the immediate confines of the study; the extent to which re­
sults can be generalized to and across alternative measures of cause and effect or differ­
ent types of persons, settings and times; to a large degree it concerns the adequacy ofthe 
sampie, its representativeness of persons, settings, times and constructs (p.13, 31, 34-35, 
39,41) 

fail-safe-test: estimates the nu mb er of studies with nonsignificant results that would 
have to be added to the retrieved ones in order to change the conc1usion that significant 
effects exist, i.e. the combined probability of the results is no Ion ger significant (p.18) 

file drawer study I problem: a file drawer study is one that has not been published; these 
are not easily retrieved to be inc1uded in meta-analyses; this becomes a problem if the 
reason for their not being published is that their results were not significant; journals 
might be publishing an overproportional number of studies with significant results; if 
theyare predominantly integrated by meta-analyses it could falsify the general picture; 
a test of the possible extent of this problem is provided by the fail-safe test (p.18, 47) 

final status score: is the actual measure obtained for the dependent variable without any 
corrections; in contrast derived measures such as gain scores are corrected or adjusted 
for pretreatment differences; compare interpretable and operative effect size (p.25) 

heterogeneous sampIes: subjects of the sampie differ with respect to various characteris­
tics; sampie is composed of diverse constituents 
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homogeneous sampIes: are composed of similar constituents; subjects of the sample 
share many characteristics, e.g. age, sex, race, social dass 

independent variable: also referred to as explanatory or experimental variable, i.e. the 
variable used to predict the level of adependent variable or manipulated in an experi­
ment to cause an effect in some dependent variable 

inflated N: artificially increased sample size, e.g. by induding non-independent observa­
tions or measures as elements of the sample; negatively affects the validity of the condu­
sions that can be drawn from statistical tests (p.24) 

instrumentation problems: arise if the sensitivity or accuracy of the measurement instru­
ment changes during the course of the study; the reliability of measurement is essential 
to guarantee the validity of results 

interaction effect: implies the presence of some mediatori moderator; indicates the ex­
tent to which the effect of a variable depends on the presence or absence of some other 
variable; term derives from factorial experiments; effect is attributable to a combination 
of variables; compare main effect 

intercoder agreement I reliabiIity: degree of agreement in the recordings/ratings/calcula­
tions/coding of several independent coders/raters; see coding reliability 

internal validity: deals with the relations between research operations; the extent to 
which the existence of causal relationships can be deduced or the absence of causal rela­
tions implies the absence of cause; concerns the question of wh ether the particular treat­
ment or manipulations produced the effects or whether plausible rival hypotheses exist 
to explain these; largely depends on the adequacy of experimental designs (p.31, 32, 39, 
45) 

intervening variables: term used to account for internal, directly unobservable psycho­
logical processes that account for some form of behaviour 

main effect: the effect of an experimental variable measured while ignoring the effect of 
other variables that also form part of the experiment by holding them constant across all 
levels of the main variable; term derives from factorial experiments; compare imerac­
tion effect 

mean: commonly referred to as average; is equal to the arithmetic sum of all the indi­
vidual values of the observations divided by the number of the observations 

median: midmost measure of a set of observations; the number of observations with 
values below and above this measure is equal 

mediating variables: see moderating variables 

missing data: in primary studies is a problem that can threaten the validity and represen­
tativeness of a meta-analysis because the information needed to code relevant study fea­
tures or the statistical data necessary to calculate effect sizes is not available; this reduces 
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the sampie size and could introduce systematic bias if the missing data are related to im­
portant characteristics of the primary studies (p.1S, 19,46; also see microlevel repor­
ting, p.30) 

moderating variables: influence the strength of the relationship between two or more 
other variables; also referred to as mediating variables 

non-independence: when the value of an observation or the occurrence of an event is 
determined or influenced by the value or presence of some other event; most statistical 
tests assurne that events are independent, if they are not the analysis is invalidated and 
difficult to interpret; also see inflated N (p.24, 47) 

nuD hypothesis: the particular statistical hypothesis under test; usually postulates that 
the variables under investigation are unrelated or that there are no differences between 
experimental groups except due to chance; relates to Type 1 alld Type II errors 

operationalization: translation of theoretical variables into empirical terms by speci­
fying procedures and instruments, i.e. operations to be performed in order to be able to 
manipulate or measure a cOllsfruct 

outliers: observations in a sampie that are so different from the remainder that they 
might derive from so me other population or are the result of some fault 

parameter: is a theoretical, population value estimated on the basis of a sampie statistic 
for the total population or uni verse from which the sam pie was drawn 

power of a statistical test: is the probability that it rejects the null hypothesis when the al­
ternative hypothesis is true, i.e. its sensitivity to detect effects correctly; the power is 
greatest when the prob ability of a Type 11 error is least; different statistical tests have dif­
ferent power functions, exhibited as graphs these give a dear picture of the 'perfor­
mance' of a test 

random sampIe: selected without presence of systematic bias; every me mb er of a popula­
tion has the same specified prob ability of being induded in the sampie, usually means 
equal chance 

regression analysis: statisticalmethod to investigate the relationships between variables 

reliability: degree to which repeated measurement with an instrument will give the same 
or similar readings; usually expressed as the degree of correlation between the measures 
(p.12, 29-31, 46, 4S) 

representative sampIe: means that it is typical of the population from which it was se­
lected, often implying that all members of the population in question had an equal 
chance to represent it; compare random sampie 

rival hypothesis: a plausible alternative to the proposed alternative hypothesis as explana­
tion of the findings; can arise because operationalizations only provide a partial defini-
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tion of a theoretical concept or due to inadequate experimental designs; see control tech­
niques 

sampling plan: all steps taken in selecting a sampIe from a given population; set of mIes 
for drawing a sam pIe in an unequivocal manner 

significant resuIts / effects: a result or effect that according to a statistical test is unlikely 
to have occurred by chance with a predefined prabability (level of significance) of mak­
ing a wrang interpretation; usually the prabability is set at .05 or .01 which me ans that 
there is a chance of 5 or 1 to a 100 that the effect or result obtained is not real but only due 
to chance; a test of significance is one which purports to provide a test of the hypothesis 
that an effect is absent; an effect is called statistically significant if the value of the statistic 
used to test it lies outside acceptable limits; also see Type I and Type 11 error 

spurious effects/findings: effect not present in the original material but induced by the 
method of handling; a correlation between variables exists even though the original 
values of the observations are unrelated 

standard deviation: the most widely used measure of the spread of sampIe findings; statis­
tically equal to the square raot of the variance 

standard error: estimates the degree to which the calculated sampIe statistic deviates 
from the 'tme' population parameter; statistically the standard deviation of a sampling 
distribution 

standardized test: one which has been administered to a representative sample of people 
to establish norms for evaluating the scores and has been subjected to tests of validity 
and reliability to ensure its quality 

standardizing unit: used to transform observations measured in different dimensions to 
a common metric or scale; a sample's standard deviation is often used for this purpose, as 
it allows observations that were measured in completely different units to be compared 
as quasi dimensionless quantities; see effect size 

statistic: a measure calculated from the sampIe of observations und er investigation to 
summarize some aspect, e.g. its central tendencies (mean, median) or dispersion (stan­
dard deviation, variance) 

statisticaI concIusion validity: refers to the adequacy of the employed statistical proce­
dures and wh ether the conclusions based on statistical evidence are correct; wh ether the 
methods were correctly applied and sensitive enough to detect effects, should they exist 
(p.31, 33, 39, 45) 

statistical power function: see power 0/ a statistical test 

stem-and-Ieaftable: the representation of a large number of correlatiolls or effect sizes in 
the form of a table by listing the first significant number followed by the subsequent num­
ber values of all observations with the same first significant number, e.g. 2.1,2.5,2.0, 
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2.3,2.9 would be listed as 2 01359, giving a graphical as weil as numerical indication of 
the distribution of the sam pie of values 

stratifying variable: a characteristic used to divide a sampie into subgroups, e.g. sex, 
age, geographic region etc. 

systematic bias: not random, but uniformly related to some other relevant aspect; it con­
sistently and artificially inflates or deflates scores thus invalidating the findings; it can be 
counteracted through applying contral tecJlIliques and adequate experimental designs 

t-test: statistical test based on the t- or Student's distribution; usually used to test 
whether the means of two independent or dependent sampies differ more than can be ex­
pected by chance 

Type I error: occurs when a statisticalnull hypothesis is rejected when it ought to be ac­
cepted, i.e. is true; the frequency with which this occurs can be controlled by the appro­
priate selection of the level of significance; see significant results 

Type n error: occurs when the null hypothesis is not rejected though it is false; it cannot 
be controlled as easily as the Type I el7"Or, usually the magnitude of a Type I error is fixed 
and the Type II error minimized within this restriction; also see power 0/ a statistical test 

unbiased estimates: term used for a statistic estimating a parameter value; unbiasedness 
is a property of the sampling distribution and not strictly a property of a single statistic; 
implies that in the long run the mean of such a statistic computed from a large number of 
sam pies of equal size will be equal to the parameter 

unit ofanalysis: refers to the entity that go es into the statistical evaluation, e.g. in educa­
tional research the pupil or student, the dass or the school can serve as unit of analysis; in 
meta-analyses it can be the individual findings of the primary studies or the primary 
studies themselves (p.14, 24, 26, 27,33,46,47) 

validity: in general refers to an aspect of the quality of an empirical study, the extent to 
which the 'truth' of the propositions tested is approximated; concems the inquiry into 
the nature and meaning of the variables studied, the adequacy of the experimental de­
sign, implementation, statistical analyses and condusions; there is no one validity, differ­
ent kinds have to be examined; see construct, extemal, intern al and statistical conclusion 
validity (p.12, 29, 31, 37; also see prior validity and macrolevel reporting, p.35) 

variance: a measure ofvariability; indicates the spread or range of sampie findings; statis­
tically the sum of the squares of the deviations from the arithmetic mean divided by the 
sampie size; also see standard deviation 

vote count: see box count 

weighting: attaching a numerical coefficient to observations so as to reflect their relative 
importance 
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2. Coding Tables 

(Parenthesis refer to uncertain or partially 
fitting codings) 

Study 2 3 4 5 6a 6b 7a 7b 8 9 10 11 12 

Theoretical framework 

-problem orientated x x x x x x x x x x x x 
-indirectly deducible x x 

2 -prior reviews mentioned x x x x x x x x x x x x x 
-prior research mentioned x x x x x x x x x x x 
-shortcomings indicated x x x x x x x x x x x 

3 construct definitions 
-specifically formulated x x x x x x x x x x 
-indirectly deducible x x x x x x x x 
-diversity ignored x x 
-diversity analyzed x x x x x x x x x x x 

4 Aims 
-exploratory x x x x x x x x x x x x 
-specific hypotheses x x 

II Sampling 

Search strategy 
-retrieval system x x x x x x x x 
-bibl iographies x x x x x x x 
-experts quizzed 

2 Representativeness 
-published/unpublished x x x x x x 
-file drawer/fail safe x x x (x) x 
-source variation x x x x x x 

3 Selection criteria 
-specified x x x x x x x 
-excluded studies x x x 
-articles l isted x x x x x x x x x 
-available on request x x x 

4 Number of studies 9 41 65 77 43 9 9 77 59 29 10 18 9 122 
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~dy continued 2 3 4 5 6a 6b 7a 7b 8 9 10 11 12 

!LI coded characteristics 

sample size x x x (x) x x x 

2 person characteristics 
-sex x x x x x 
-age/class/grade x x x x x x x x x x x 
-educational variables x x x x x x x 
-demographie variables x x x x 

3 settings 
-laboratory x x (x) x x x 
-field x x x (x) x x x x x x 
-region x x x x x 
-publication date x x x x x x x x x x 

4 study features 
-global quality index x x x x (x) 
-sampling/assignment x x x x x 
-operationalizations x x x x x x x x x x 
-reliability of outcome x x x x x x x 
-interaction/control var. x x x x 
-unit of analysis x x x 
-adequacy of stat.anal. x 

IV Data analysis 

Effect size conceptualization 
-formula/index indicated x x x x· x x x x (X) x (x) x x 
-magnitudes listed per study x x x 
-stem-leaf/graph summary x x x x x 
-significance indicated x x x x 
-outcome variable indicated x x x x x x x x x 

2 Coding quality 
-missing data problem noted x x x x x x 
-information gained elsewhere x 
-studies excluded x x 
-global intercoder agreement x x 
-indices per item 
-strategy to reach agreement x 

3 Unit of analysis 
-study (X) x x x x 
-study findings x x x x x x x x 

4 Non-independence 
-present,taken into account x x x x x x x (x) 
-ignored, authors x x x x x x (x) x 
-ignored, findings (X) x x x x x 
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Stud~ continued 2 3 4 5 6a 6b 7a 7b 8 9 10 11 12 

5 Average effect sizes for 
-totaL sampLe x x x x x x x 
-subsampLe x x x x x x x x x x x x 
-range/std.dev./std.error x x x x x x x x x x x x 

6 StatisticaL anaLysis 
-conventionaL x x x x x x x 
-'modern' x x x x x 
-assumptions tested 
-Limitations noted x x x x x x x 
-paraLLel anaLysis x x x x x 
-capitaLization on chance 

7 Effect size variabiLity 
-heterogeneity tested x x x x 
-quaLityaspects x x x x x x x 
-treatment variation x x x (x) x x x x x x x 
-outcome variation x x (x) x x x x x x x x 
-subject characteristics x x x (x) x x x x x x 
-design/stat.anaLysis x x x 
-contextuaL/scope variabLes x x x x x x x x 

V Intereretation 

Effect size 
-std.dev/percentiLe x x x x x x x x x x 
-binomiaL effect size dispLay 
-Cohen's cLassification x x x x 
-behavioraL indices 
-expert judgement 

2 TheoreticaL impL ications 
-oLd theory/impressions x x (x) x x x x 
-new theory/hypotheses x 

3 PracticaL impLications 
-for poLicy or practice x x (x) x x 
-Limitations noted x x x x x x 

4 Future impLications 
-for primary research x x x x x x x x x x 
-for reviews x x 
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Study 13a 13b 14 15 16 17 18 19 20 21 22a 22b 

Theoretical framework 

-problem orientated x x x x x x x x x 
-indirectly deducible x x x 

2 -prior reviews mentioned x x x x x x x x x x x 
-prior research mentioned x x x x x x x x x x 
-shortcomings indicated x x x 

3 Construct definitions 
-specifically formulated x x x x x x x x x x 
-indirectly deducible x x x x x x x 
-diversity ignored x 
-diversity analyzed x x x x 

4 Aims 
-exploratory x x x x x x x x x x (x) x 
-specific hypotheses x x x x 

11 Sa!!!Ql ins 

Search strategy 
-retrieval system x x x x x x x x x x 
-bibl iographies x x x x x x x x x 
-experts quizzed x x 

2 Representativeness 
-published/unpublished x x x x 
-file drawer/fail safe (x) 
-source variation x x 

3 Selection criteria 
-specified x x x x x x x x x 
-excluded studies x x x x (x) x 
-arti cl es li sted x x x (x) x x x x x 
-available on request (x) x x 

4 Number of studies 16 24 (35)(64) 20 72 39 (54) 15 97 18 18 

111 Coded characteristics 

sample size x x x (x) x (x) (x) 

2 person characteristics 
-sex (x) (x) x x x x 
-age/class/grade x x (x) x x x x x x x 
-educational variables x x x x x 
-demographie variables x x x x x x x 
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Stud~ continued Ba 13b 14 15 16 17 18 19 20 21 22a ~ 

3 settings 
-laboratory (x) x x 
-field x x x x (x) (x) x 
-region x x x x 
-publication date x x x x x x x x x 

4 study features 
-global quality index (x) x x 
-sampling/assignment x x x X 
-operationalizations x x x x x x x x x x 
-reliability of outcome x x x x x x x (X) 
-interaction/control var. x x x x 
-unit of analysis x 
-adequacy of stat.anal. x x x x 

IV Data anal~sis 

Effect size conceptualization 
-formula/index indicated x x x x x x x x x x x 
-magnitudes listed per study x x (x) x x x 
-stem-leaf/graph summary x x x x x x 
-significance indicated x x x 
-outcome variable indicated x x x x x x x 

2 Coding quality 
-missing data problem noted x x x x x x x x 
-information gained elsewhere 
-studies excluded x x x x x 
-global intercoder agreement x x 
-indices per item 
-strategy to reach agreement x 

3 Unit of analysis 
-study (x) x 
-study findings x x x x x x x x x 

4 Non-independence 
-present,taken into account x x x x x 
-ignored, authors x x x x x x x x x 
-ignored, findings x x x x x (x) (x) x x 

5 Average effect sizes for 
-total sample (x) x x x x x x x 
-subsample x x x x x x x x x x x x 
-range/std.dev./std.error x x (x) x x x x x x 
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Stud}!: continued 13a 13b 14 15 16 17 18 19 20 21 22a 22b 

6 Statistical analysis 
-conventional x x (x) (x) (x) x x x x x 
-1 modern I x x 
-assumptions tested 
-limitations noted x x (x) x 
-parallel analysis x x x x x 
-capitalization on chance x x x x 

7 Effect size variability 
-heterogeneity tested x x x x 
-qualityaspects (x) x x x x x x x 
-treatment variation x x x x (x) x x x x x x x 
-outcome variation x x x x (x) x x x x 
-subject characteristics x x x x x x x 
-design/stat.analysis x x x x 
-contextual/scope variables x x x x x x x x 

V Interpretation 

Effect size 
-std.dev/percentile x x x x x x 
-binomial effect size display x 
-Cohen1s classification x 
-behavioral indices 
-expert judgement 

2 Theoretical impl icati ons 
-old theory/impressions x x x (x) x x x x x x 
-new theory/hypotheses (x) 

3 Practical implications 
-for policy or practice x x x x x 
-limitations noted x x x x x x x x x x 

4 Future implications 
-for primary research (x) x x x x x x 
-for reviews (x) x x x 
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StudJ: 23 24 25a 25b 25c 26 27 28a 28b 29 30 31 

Theoretical framework 

-problem orientated x x x x x x x 
-indirectly deducible x x x x 

2 -prior reviews mentioned x x x x x x x x x 
-prior research mentioned x x x x x x x 
-shortcomings indieated x x x x x 

3 Construet definitions 
-speeifieally formulated x x x x x x x x x 
-indireetly dedueible x x x x x x x x 
-diversity ignored 
-diversity analyzed x x x x (x) )( 

4 Aims 
-exploratory x x x x x x x 
-speeifie hypotheses x 

11 Saf!]Ql i ng 

Seareh strategy 
-retrieval system x x x x x x x 
-bibliographies x x x x x x x x 
-experts quizzed x x x 

2 Representativeness 
-published/unpublished x x x x x x x 
-file drawer/fail safe 
-souree variation x x x x x 

3 Selection eriter 
-speeified x x x x x x 
-excluded studies x (x) x x x x x 
-articles l isted x x (x) x (x) x 
-available on request x x x 

4 Number of studies 14 14 (147)(116) 40 38 31 31 135 29 23 

111 Coded eharaeteristics 

sample size (x) (x) 

2 person eharaeteristics 
-sex x x x x x x 
-age/elass/grade x x x x x x x x x x 
-edueational variables x x x x x x x 
-demographie variables x x x x x 
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Stud:t continued 23 24 25a 25b 25c 26 27 28a 28b 29 30 31 

3 settings 
-Laboratory x x 
-fieLd x x x x x x (x) 
-region x x x x x 
-pubLication date x x x x x x x 

4 study features 
-gLobaL quaLity index x x x x x 
-sampLing/assignment x x x x x x x 
-operationaLizations x x x x x x x x x x x x 
-reLiabiLity of outcome x x x x x 
-interaction/controL var. x x x x 
-unit of anaLysis x 
-adequacy of stat.anaL. x x x x x 

IV Data anaL:tsis 

Effect size conceptuaLization 
-formuLa/index indicated x x x x x x x x x x x 
-magnitudes Listed per study x x (x) 
-stem-Leaf/graph summary x x x x 
-significance indicated 
-outcome variabLe indicated x x x 

2 Coding quaLity 
-missing data probLem noted x x x x x x x x x x x 
-information gained eLsewhere x (x) x x x 
-studies excLuded x x x x x x x x 
-gLobaL intercoder agreement x (x) x x 
-indices. per item x 
-strategy to reach agreement x x x 

3 Unit of anaLysis 
-study (x) x 
-study findings (x) x x x x x x x x x 

4 Non-independence 
-present,taken into account (x) x x x x x x 
-ignored, authors x x x x 
-ignored, findings x x x (x) x x 

5 Average effect sizes for 
-totaL sampLe x x (x) (x) x x x x x 
-subsampLe x x x x x x x x x x 
-range/std.dev./std.error x x x x x x x x x 
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Stud:t continued 23 24 25a 25b 25c 26 27 28a 28b 29 30 31 

6 Statistical analysis 
-conventional x x x x x x 
- 'modern' x x 
-assumptions tested x x x 
-limitations noted x x 
-parallel analysis x x 
-capitalization on chance 

7 Effect size variability 
-heterogeneity tested 
-qualityaspects x x x x x x 
-treatment vari.ation x x x x x x 
-outcome variation x x x x x x x x x 
-subject characteristics x x x x x x x x x 
-design/stat.analysis x x x x x 
-contextual/scope variables x x x x x x x x x x 

V Interl2retation 

Effect size 
-std.dev/percentile x x x x x x x 
-binomial'effect size display 
-Cohen's classification x 
-behavioral indices (x) 
-expert judgement (x) 

2 Theoretical implications 
-old theory/impressions x x x x x (x) x x x x 
-new th~ory/hypotheses 

3 Practical implications 
-for policy or practice x x 
-limitations noted x x x (x) x x x x 

4 Future implications 
-for primary research x x x x 
-for reviews x x x x 
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Stud~ 32 33 34 35 36 37 38 39 40 

Theoretical framework 

-problem orientated x x x x x x x 
-indirectly deducible x x 

2 -prior reviews mentioned x x x x x x x x x 
-prior research mentioned x x x x 
-shortcomings indicated x x x x x (x) x (x) 

3 Construct definitions 
-specifically formulated x x x x x 
-indirectly deducible x x x x x x 
-diversity ignored 
-diversity analyzed x x x x x x x x x 

4 Aims 
-exploratory x x x x x (x) x x x 
-specific hypotheses 

JI Sam!;1ling 

1 Search strategy 
-retrieval system x x x x x x x x x 
-bibliographies x x x x x x x x 
-experts quizzed 

2 Representativeness 
-published/unpublished x x x x x x x x x 
-file drawer/fail safe (x) 
-source variation x x x x x x x x x 

3 Selection criteria 
-speci fi ed x x x x x x x x 
-excluded studies (x) 
-articles l isted (x) x x x 
-available on request x x x x x 

4 Number of studies 128 56 72 52 48 (51)(25) 21 40 

111 Coded characteristics 

sample size (x) 

2 person characteristics 
-sex x 
-age/class/grade x (x) x x x x x x 
-educational variables x (x) x x x 
-demographie variables x 
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Study continued 32 33 34 35 36 37 38 39 40 

3 settings 
-laboratory x x 
-field x x x x x x 
-region 
-publication date x 'x x. x x x x x x 

" 

4 study features 
-global quality index x 
-sampling/assignment x x x x x x x x 
-operationalizations x x x x x x x x x 
-reliability of outcome x x (x) (x) (x) (x) 
-interaction/control var. x x x x x (x) 
-unit of analysis 
-adequacy of stat.anal. 

IV Oata analysis 

Effect size conceptualization 
-formula/index indicated x x x x x x x x x 
-magnitudes listed per study (x) x (x) x 
-stern-leaf/graph summary x (x) (x) (x) (x) (x) (x) 
-significance indicated (x) (x) (x) (x) 
-outcome variable indicated (x) (x) (x) (x) (x) x. (x) (x) 

2 Coding quality 
-missing data problem noted x x x x 
-information gained elsewhere 
-studies excluded x 
-global intercoder agreement x 
-indices per item 
-strategy to reach agreement x x x x 

3 Unit of analysis 
-study x x x x x x x x 
-study findings x 

4 Non-independence 
-present,taken into account x x x x x (x) x x x 
-ignored, authors x x x x 
-ignored, findings x (x) 

5 Average effect sizes for 
-total sample x x 
-subsample x x x x x x x x x 
-range/std.dev./std.error x (x) (x) x x ·x x x (x) 
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studv continued 32 33 34 35 36 37 38 39 40 

6 Statistical analysis 
-conventional x x x x x x x (x) x 
-'modern' x 
-assumptions tested 
-limitations noted x 
-parallel analysis x (x) 
-capitalization on chance 

7 Effect size variability 
-heterogeneity tested x 
-qualHy aspects x 
-treatment variation (x) x x x x x x x x 
-outcome variation (x) x x x (x) (x) (x) (x) (x) 
-subject characteristics x x x x x x x 
-design/stat.analysis x x x x x x x 
-contextual/scope variables x x x x x x x x x 

V Interpretation 

Effect size 
-std.dev/percentile x x x x x x x x x 
-binomial effect size display 
-Cohen's classification x x x x x x x 
-behavioral indices x x x x 
-expert judgement 

2 Theoretical implications 
-old theory/impressions x x x x x x x x x 
-new theory/hypotheses 

3 Practical implications 
-for policy or practice (x) x 
-limitations noted x x x x x x 

4 Future implications 
-for primary research x x x x x 
-for reviews x 
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Stud~ 41 42 43 44 45 46 47 48 

TheoreticaL frameworlc 

-probLem orientated x x x x x x x 
-indirectLy deducibLe x x x 

2 -prior reviews mentioned x x x x x 
-prior research mentioned x x x x x 
-shortcomings indicated x x x 

3 Construct definitions 
-specificaLLy formuLated x x x x x x x 
-indirectLy deducibLe x x x 
-diversity ignored 
-diversity anaLyzed x x x x x (x) 

4 Aims 
-expLoratory x x x x x x x x 
-specific hypotheses (x) 

11 Sa!!!QL i ng 

Search strategy 
-retrievaL system x x (x) x (x) x 
-bibLiographies x x (x) x 
-experts quizzed 

2 Representati veness 
-pubLished/unpubLished x x x x 
-fiLe drawer/faiL safe x (x) 
-source variation x x (x) 

3 SeLection criteria 
-specified x x (x) x x x 
-excLuded studies 
-articLesListed x x x x 
-avaiLabLe on request x 

4 Number of studies 34 57 93 65 98 153 (52) 66 

111 Coded characteristics 

sampLe size (x) (x) x x 

2 person characteristics 
-sex x x x x x 
-age/cLass/grade x x x x x x x x 
-educationaL variabLes x x x 
-demographie variabLes x x x x (x) 
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Stud~ continued 41 42 43 44 45 46 47 

3 settings 
-laboratory 
-field (x) (x) x 
-region x (x) 
-publication date x x x x x x x 

4 study features 
-global quality inde x x 
-sampling/assignment x (x) 
-operationalizations x x (x) x x x x x 
-reliability of outcome x (x) (x) (x) x 
-interaction/control var. x x 
-unit of analysis x 
-adequacy of stat.anal. x 

IV Data anal~sis 

Effect size conceptualization 
-formula/index indicated x x x x x x x x 
-magnitudes listed per study x x 
-stem-leaf/graph summary x x 
-significance indicated (x) 
-outcome variable indicated x x x 

2 Coding quality 
-missing da ta problem noted x x x x x x x 
-information gained elsewhere (x) x x 
-studies excluded x x (x) x 
-global intercoder agreement x x x 
-indices per item (x) 
-strategy to reach agreement x 

3 Unit of analysis 
-study - (x) (x) 
-study findings x (x) x (x) x x x 

4 Non-independence 
-present,taken into account (x) x (x) x (x) 
-ignored, authors x x x x 
-ignored, findings x x (x) x x 

5 Average effect sizes for 
-total sample x x x x 
-subsample x x x x x x x x 
-range/std.dev./std.error x x x x x x x x 
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Stud:t continued 41 42 43 44 45 46 47 48 

6 Statistical analysis 
-conventional x x x x x x x 
-'modern' x x x x 
-assumptions tested (x) x 
-limitations noted x x 
-parallel analysis x x x 
-capitalization on chance x 

7 Effect size variability 
-heterogeneity tested x x 
-quality aspects (x) x x x x 
-treatment variation x x x x 
-outcome variation x x x x x x x x 
-subject characteristics x x x x x (x) x 
-design/stat.analysis x 
-contextual/scope variables x x x x x x x 

V Intereretation 

Effect size 
-std.dev/percentile x x "(x) x 
-binomial effect size display 
-Cohen's classification x 
-behavioral indices 
-expert judgement 

2 Theoretical impl icati ons 
-old theorY/impressions x x x x x x x 
-new theorY/hypotheses (x) (x) (x) 

3 Practical implications 
-for policy or practice x x x x x 
-limitations noted x x x (x) x x x x 

4 Future implications 
-for primary research (x) x x x x x x 
-for reviews (x) x x 
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3 • A •. Frequency of recordings per year 

1979t:8O 1981 1982 1983 1984 1985-88 Tot 

Number of meta-analyses 7 10 10 12 9 7 55 

Theoretical framework 

-problem orientated 4 9 7 10 6 6 42 
-indirectly deducible 3 1 3 3 3 2 15 

2 -prior reviews mentioned 7 9 8 11 6 6 47 
-prior research mentioned 5 6 5 8 6 7 37 
-shortcomings indicated 5 4 5 8 4 4 30 

3 Construct definitions 
-specifically formulated 4 9 6 9 8 5 41 
-indirectly deducible 6 4 7 7 5 3 32 
-diversity ignored 1 1 1 3 
-diversity analyzed 4 6 8 9 5 5 37 

4 Aims 
-exploratory 5 10 9 12 8 6 50 
-specific hypotheses 1 1 3 3 1 9 

I I Sampl ing 

Search strategy 
-retrieval system 4 7 7 12 6 4 40 
-bibliographies 5 6 6 8 5 6 36 
-experts quizzed 1 1 2 1 5 

2 Representativeness 
-published/unpublished 4 4 5 8 6 3 30 
-file drawer/faiL safe 2 1 1 3 2 9 
-source variation 3 4 4 6 5 3 25 

3 Selection criteria 
-specified 3 10 6 9 5 3 36 
-excluded studies 2 5 1 3 4 2 17 
-articLes Listed 1 8 4 8 6 5 32 
-available on request 6 1 4- 2 2 15 

111 Coded characteristics 

sample size 2 4 5 4 3 3 21 

2 person characteristics 
-sex 2 4 5 9 2 1 23 
-age/cLass/grade 5 8 9 11 7 7 47 
-educational variables 4 4 6 8 3 2 27 
-demographie variables 1 4 4 7 3 2 21 
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3-A continued 1979180 1981 1982 1983 1984 1985-88 Tot 

3 settings 
-laboratory 3 1 3 2 4 13 
-field 3 8 4 7 4 7 33 
-region 2 3 2 4 3 2 16 
-publication date 4 9 10 8 8 3 42 

4 study features 
-global quality index 4 3 3 3 3 16 
-sampling/assignment 5 2 5 5 5 4 26 
-operationalizations 5 9 10 11 8 6 49 
-reliability of outcome 5 7 6 7 3 3 31 
-interaction/control var. 3 4 5 4 3 1 20 
-unit of analysis 2 1 1 2 6 
-adequacy of stat.anal. 3 4 3 11 

IV Data anal~sis 

Effect size conceptualization 
-formula/index indicated 7 10 9 12 8 6 52 
-magnitudes listed per study 2 3 3 5 5 18 
-stem-leaf/graph summary 5 4 6 3 4 2 24 
-significance indicated 1 2 2 3 3 1 12 
-outcome variable indicated 2 5 6 6 5 6 30 

2 Coding quality 
-missing data problem noted 6 8 6 8 5 3 36 
-information gained elsewhere 1 2 3 1 2 9 
-studies excluded 5 4 4 3 3 20 
-global intercoder agreement 5 2 1 2 2 12 
-indices per item 2 2 
-strategy to reach agreement 2 2 3 2 10 

3 Unit of analysis 
-study 2 3 4 4 2 4 19 
-study findings 5 8 5 9 5 3 35 

4 Non-independence 
-present,taken into account 4 5 7 8 3 7 34 
-ignored, authors 7 4 7 6 5 29 
-ignored, findings 5 6 3 7 6 1 28 

5 Average effect sizes for 
-total sample 4 4 5 7 6 4 30 
-subsample 7 10 8 12 8 6 51 
-range/std.dev./std.error 7 8 9 11 6 6 47 

6 Statistical analysis 
-conventional 6 9 6 8 6 4 39 
- 'modern' 1 2 7 2 2 14 
-assumptions tested 1 2 1 1 5 
-limitations noted 2 3 5 2 2 2 16 
-parallel analysis 1 4 3 5 3 1 17 
-capitalization on chance 1 1 2 1 5 
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3-A continued 1979L80 1981 1982 1983 1984 1985-88 Tot 

7 Effect size variabiLity 
-heterogeneity tested 1 3 3 2 2 11 
-quaLityaspects 4 7 4 5 4 3 27 
-treatment variation 4 10 8 7 7 6 42 
-outcome variation 7 8 8 11 7 5 46 
-subject characteristics 5 6 8 12 5 4 40 
-design/stat.anaLysis 4 4 3 3 3 3 20 
-contextuaL/scope variabLes 7 8 8 9 6 4 42 

V Interpretation 

Effect size 
-std.dev/percentiLe 7 6 7 8 3 5 36 
-binomiaL effect size dispLay 1 1 
-Cohen's cLassification 2 2 4 4 2 14 
-behavioraL indices 1 1 1 1 5 
-expert judgement 1 

2 TheoreticaL impLications 
-oLd theorY/impressions 5 8 7 11 6 6 43 
-new theory/hypotheses 1 1 3 5 

3 PracticaL impLications 
-for poLicy or practice 1 6 1 5 3 3 19 
-Limitations noted 5 7 7 6 8 5 38 

4 Future impLications 
-for primary research 4 7 7 9 4 2 33 
-for reviews 2 2 3 3 2 2 14 
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- 3.13. Percentage of recordings per year 

1979180 1981 1982 1983 1984 1985-88 Tot 

Number of.meta-analyses 7 10 10 12- 9 7 55 

Theoretical framework 

-problem orientated 57 90 70 83 67 86 76 
-indirectly deducible 43 10 30 25 33 29 27 

2 -prior reviews mentioned 100 90 80 91 67 86 85 
-prior research mentioned 71 60 50 67 67 100 67 
-shortcomings indicated 71 40 50 67 44 57 55 

3 Construct definitions 
-specifically formulated 57 90 60 75 89 71 75 
-indirectly deducible 86 40 70 58 56 43 58 
-diversity ignored 14 8 11 5 
-diversity analyzed 57 60 80 75 56 71 67 

4 Aims 
-exploratory 71 100 90 100 89 86 91 
-specific hypotheses 10 10 25 33 14 16 

11 Sampl ing 

Search strategy 
-retrieval system 57 70 70 100 67 57 73 
-bibl iographies 71 60 60 67 56 68 65 
-experts quizzed 10 8 22 14 9 

2 Representativeness 
-published/unpublished 57 40 50 67 67 43 55 
-file drawer/fail safe 29 10 10 25 29 16 
-source variation 43 40 40 50 56 43 45 

3 Selection criteria 
-specified 43 100 60 75 56 43 65 
-excluded studies 29 50 10 25 44 29 31 
-arti cl es li sted 14 80 40 67 67 71 58 
-available on request 86 10 40 17 22 27 

111 Coded characteristics 

sample size 29 40 50 33 33 43 38 

2 person characteristics 
-sex 29 40 50 75 22 14 42 
-age/class/grade 71 80 90 91 78 100 85 
-educational variables 57 40 60 67 33 29 49 
-demographic variables 14 40 40 58 33 29 38 
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3-B continued 1979180 1981 1982 1983 1984 1985-88 Tot 

3 settings 
-laboratory 30 10 25 22 57 24 
-field 43 80 40 58 44 100 60 
-region 29 30 20 33 33 29 29 
-publication date 57 90 100 67 89 43 76 

4 study features 
-globaL quality index 40 30 25 33 43 29 
-sampLing/assignment 71 20 50 42 56 57 47 
-operationalizations 71 90 100 91 89 86 89 
-reLiability of outcome 71 70 60 58 33 43 56 
-interaction/control var. 43 40 50 33 33 14 36 
-unit of analysis 20 8 11 29 11 
-adequacy of stat.anal. 30 10 44 43 20 

IV Data anal~sis 

Effect size conceptuaLization 
-formuLa/index indicated 100 100 90 100 89 86 95 
-magnitudes listed per study 20 30 25 56 71 33 
-stem-Leaf/graph summary 71 40 60 25 44 29 44 
-significance indicated 14 20 20 25 33 14 22 
-outcome variable indicated 29 50 60 50 56 86 55 

2 Coding quality 
-missing data probLem noted 86 80 60 67 56 43 65 
-information gained elsewhere 10 20 25 11 29 16 
-studies excluded 14 50 40 33 33 43 36 
-global intercoder agreement 50 20 8 22 29 22 
-indices per item 20 4 
-strategy to reach agreement 29 10 20 25 29 18 

3 Unit of analysis 
-study 29 30 40 33 22 57 35 
-study findings 71 80 50 75 56 43 64 

4 Non-independence 
-present,taken into account 57 50 70 67 33 100 62 
-ignored, authors 70 40 58 67 71 53 
-ignored, findings 71 60 30 58 67 14 51 

5 Average effect sizes for 
-total sampLe 57 40 50 58 67 57 55 
-subsampLe 100 100 80 100 89 86 93 
-range/std.dev./std.error 100 80 90 91 67 86 85 

6 Statistical analysis 
-conventional 86 90 60 67 67 57 71 
-'modern' 10 20 58 22 29 25 
-assumptions tested 10 17 11 14 9 
-limitations noted 29 30 50 17 22 29 29 
-parallel analysis 14 40 30 42 33 14 31 
-capitalization on chance 14 10 20 11 9 
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3-8 continued 1979180 . 1981 1982 1983 1984 1985-88 Tot 

7 Effect size variability 
-heterogeneity tested 10 30 25 22 29 20 
-qualityaspects 57 70 40 42 44 43 49 
-treatment variation 57 100 80 58 78 86 76 
-outcome variation 100 80 80 91 78 71 84 
-subject characteristics 71 60 80 100 56 57 73 
-design/stat.analysis 57 40 30 25 33 43 36 
-contextual/scope variables 100 80 80 75 67 57 76 

V Interpretation 

Effect size 
-std.dev/percentile 100 60 70 67 33 71 65 
-binomial effect size display 11 2 
-Cohen's classification 29 20 40 33 22 25 
-behavioral indices 14 10 8 11 14 9 
-expert judgement 14 2 

2 Theoretical implications 
-old theory/impressions 71 80 70 91 67 86 78 
-new theory/hypotheses 10 10 25 9 

3 Practical implications 
·-for pol icy or practice 14 60 10 42 33 43 35 
-limitations noted 71 70 70 50 89 71 69 

4 Future implications 
-for primary research 57 70 70 75 44 29 60 
-for reviews 29 20 30 25 22 29 25 
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