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Abstract 

Formative assessment has been identified as a promising intervention to support students’ 

learning. How to successfully implement this means of assessment, however, is still an open 

issue. This study contributes to the implementation of formative assessment by analyzing the 

impact of a training measure on teachers’ formative feedback practice, with a special focus on 

mediating and moderating variables. Research questions are as follows: (1) Is there an indirect 

training effect on teachers’ instructional feedback practice via (a) teachers’ declarative 

feedback knowledge and (b) the ability to generate feedback in a test situation? (2) Is this 

indirect effect moderated by teachers’ self-efficacy? 

A total of 67 secondary education mathematics teachers participated in the study, taking part 

in professional development either on formative assessment and feedback (PD-FA) or on 

mathematical modelling and problem solving (PD-PM). Training was provided in two 

sessions (T1 and T2; each lasting three days) with ten weeks in between T1 and T2. Teachers’ 

self-efficacy regarding feedback was measured before T1 with a questionnaire. Declarative 

feedback knowledge and the ability to apply this knowledge were tested after T2. Teachers’ 

instructional feedback practice was assessed with a student questionnaire (before T1 and 4-6 

weeks after T2). Path analyses show that (1) there is no indirect training effect (PD-FA vs. 

PD-PM) on the development of teachers’ feedback practices in mathematics instruction; but 

an indirect effect on the ability to generate feedback in a test situation via teachers’ 

declarative feedback knowledge. Teachers participating in PD-FA show a higher level of 

declarative feedback knowledge than teachers in the PD-PM condition. Declarative feedback 



knowledge in turn is positively related to the ability to generate feedback in a test situation. 

(2) This indirect effect is moderated by teachers’ self-efficacy. Teachers with a high level of 

self-efficacy are better able to use their knowledge to generate feedback in a test situation than 

teachers with a low level of self-efficacy. 

Keywords: professional development; formative assessment; teacher knowledge; mathematics 

instruction; self-efficacy 

 

 

Training effects on teachers’ feedback practice: The mediating function of feedback 

knowledge and the moderating role of self-efficacy 

1 Introduction 

Formative assessment has been identified as a promising intervention to support 

students’ learning (e.g., Black and Wiliam 1998b; Hattie 2009; see also Dunn and Mulvenon 

2009; Kingston and Nash 2011). Defined as “…all those activities undertaken by teachers, 

and/or by their students, which provide information to be used as feedback to modify the 

teaching and learning activities in which they are engaged” (Black and Wiliam 1998a, pp. 7-

8; see also Black and Wiliam 2009), formative assessment has been gaining significance as 

“next best hope” (Cizek 2010, p. 2) and “powerful tool” (Wylie et al. 2012, p. 121) in 

educational practice, research, and policy.  

In the domain of mathematics education, formative assessment has taken on an 

increasingly important role since the 1990s (Brown and Hodgen 2010). In 1994, Ruthven 

examined 50 contributions of the Second International Congress on Mathematical Instruction 

(ICMI) and identified “increasing the integration of processes of teaching, learning and 

assessment“ (p. 433) as a central trend. Since then more and more researchers have dealt with 

the impact and design of formative assessment in mathematics instruction (e.g., Fuchs et al. 

1999; Kim and Lehrer 2015;Koedinger et al. 2010; Lehmann and Seeber 2005; Phelan et al. 



2011; Rakoczy et al. in press; Thompson and Kaur 2011; Toh et al. 2011; Wiliam et al. 2004; 

Ysseldyke and Bolt 2007; for an overview see, e.g., Harks 2013 and Suurtamm et al. 2016).  

The implementation of formative assessment, still, is very demanding, time-

consuming, and frequently rather unsystematic (e.g., Black and Wiliam 1998a; Yin et al. 

2008). Evidence-based hints on how to implement formative assessment in everyday 

instruction are scarce (Shavelson 2008). In their review on assessment practices in 

mathematics, Brown and Hodgen (2010) conclude, “While formative assessment, in general, 

has been shown to be a particularly effective pedagogic strategy, it is poorly described in 

ways that can be implemented in practice” (p. 282).  

One reason for the scarce information on how to implement formative assessment 

might be the broadness and complexity of the construct (see, e.g., the definition by Black and 

Wiliam 1998a, above) thus making it difficult to deduce specific instructions for 

implementation. To better understand how to transfer formative assessment into practice, it 

might be useful to focus on specific aspects or key strategies first, and systematically 

investigate their implementation. 

1.1 Feedback as a key strategy of formative assessment 

Wiliam and Thompson (2008) describe five key strategies of formative assessment 

(see also Bennett 2011): (a) clarifying, sharing, and understanding learning intentions and 

criteria for success; (b) engineering effective classroom discussions, questions, and tasks that 

elicit evidence of learning; (c) providing feedback that moves learners forward; (d) activating 

students as instructional resources for one another; and (e) activating students as the owners 

of their own learning. In particular, the provision of feedback has been emphasized as a 

central element in formative assessment (e.g., Hattie 2003; Sadler 1998) and has been shown 

to be a powerful intervention if provided carefully (e.g., Hattie 2009; Hattie and Timperley 

2007). If it is to benefit learning, feedback should answer three questions–“Where am I 

going?”, “How am I going?”, and “Where to next?”–and focus on task performance, 



understanding processes, or regulatory metacognitive processes (e.g., Hattie and Timperley 

2007). Feedback should furthermore establish unstable attributions in the case of failure (e.g., 

Dresel and Haugwitz 2008) and compare a student’s performance to a predefined content-

related criterion (e.g., Krampen 1987) or the individual prior performance (e.g., Mischo and 

Rheinberg 1995; Shih and Alexander 2000; Thompson 2007), but not to the performance of 

others (for an overview of the impact of different feedback characteristics see, e.g., Hattie and 

Timperley 2007; Kluger and DeNisi 1996; Mason and Bruning 2001; Shute 2008). In 

comparison with other domains, in mathematics instruction, a high percentage of class time is 

spent working on tasks and problems (Hiebert et al. 2003), the identification of errors is 

relatively unambiguous, and even complex solution processes frequently proceed 

comparatively schematically. Thus, from a theoretical point of view, criterial elaborated 

feedback with specific hints regarding what went right, what went wrong, and how to improve 

should prove comparatively beneficial in this domain. 

The present study focuses on feedback as a key element of formative assessment and 

investigates processes and conditions underlying a successful implementation of formative 

feedback practice in everyday mathematics instruction. 

1.2 The implementation of formative feedback through teacher training 

The implementation of feedback in classrooms can be guided in different ways (e.g., 

Pellegrino et al. 2001), teacher training being one promising variant (e.g., Desimone 2009). 

Research on the effectiveness of professional development suggests that training be structured 

into input-, field trial-, and reflection phases (Lipowsky and Rzejak 2012) and identifies (a) 

content focus (focus on subject matter content), (b) active learning (e.g., discussions and 

observations), (c) coherence (consistency of training contents with school, district, and state 

reforms), (d) duration (sufficient time, e.g., spread over one semester, at least 20 hours of 

contact time), and (e) collective participation (promoting interaction and discourse between 

teachers) as essential training characteristics (e.g., Desimone 2009). The sparse literature on 



training design in the area of formative assessment (Heritage 2007; Hill et al. 2010; Schneider 

and Randel 2010) further recommends that input be provided on (formative) assessment in 

general (e.g., on types of formative assessment) as well as on key strategies of formative 

assessment, namely diagnostics (e.g., on task development) and feedback (e.g., on feedback 

characteristics). Moreover, content-specific input is desirable (e.g., on subject-specific 

competencies). Knowledge should be acquired by informing teachers, in discussions and 

active learning phases (hands-on-practices, e.g., by analyzing videos, student solutions, or 

feedback examples). The acquired knowledge should be road-tested in everyday instruction 

(field trial). An exchange should be facilitated among teachers as well as between teachers 

and researchers, for example by means of group meetings, online-chats, or by attendance at 

school (reflection phase; e.g., James and Pedder 2006; Schneider and Randel 2010). Based on 

these suggestions, teacher training on formative assessment focusing on feedback (and 

diagnostics as a prerequisite for providing feedback) was developed and evaluated for this 

study.  

1.3 Indirect effects of formative assessment training 

The effectiveness of formative assessment interventions (including formative 

assessment training) has typically been tested by investigating its impact on students’ 

performance (e.g., Schneider and Randel 2010). Performance, however, is a rather distal 

success criterion and little is known about the mechanisms that mediate training effects on 

students’ performance. If training on formative assessment did not lead to improved student 

performance, previous research in most cases left unclear at which point the intervention 

failed. Desimone (2009) proposes a model for studying the impact of professional 

development that focuses on more proximal variables which might mediate the influence from 

teacher training on students’ achievement. According to Desimone, (1) professional 

development positively affects teachers’ knowledge and skills and influences their attitudes 

and beliefs. (2) A change in knowledge, skills, attitudes, and beliefs is in turn assumed to 



positively influence the quality of instruction. (3) Instructional improvement, finally, should 

lead to increased student performance. Each step in Desimone’s (2009) model has been 

supported by empirical evidence: For example, professional development has been shown to 

positively affect teachers’ professional knowledge (e.g., Besser et al. 2015, based on the same 

sample as the present study; Diamond et al. 2014). Previous research furthermore found that 

teacher knowledge is positively associated with instructional quality (e.g., Kunter et al. 2013; 

Voss et al. 2014) which in turn is related to students’ achievement (e.g., Fauth et al. 2014). 

Many studies, however, have focused on single steps in the model (e.g., on the relation 

between teacher knowledge and instructional quality) and do not deal with teacher training in 

particular. To our knowledge, the indirect effect from teacher training on instructional quality 

(via teacher knowledge) or on students’ achievement (via teacher knowledge and via 

instructional quality) has not been studied empirically, at least not in the field of formative 

assessment.  

More work is furthermore needed to specifically investigate how the knowledge 

acquired in training enables a change in instructional practice (see Step 2 in the model of 

Desimone 2009). We know from learning psychology that people have difficulties in applying 

knowledge in everyday problem situations (Renkl 1996). This phenomenon is called “inert 

knowledge” (Whitehead 1929) and is also debated in the context of teacher training. Concrete 

mechanisms underlying this gap between knowing and action (Mandl and Gerstenmaier 2000) 

are speculative. When a teacher fails to implement training contents, he/she might have 

difficulties in applying training knowledge in general, regardless of the specific situation. On 

the other hand, the teacher might be able to apply the knowledge per se, but struggle to do so 

in complex everyday teaching situations. To gain a better understanding of such transfer 

processes, in our study, we distinguish between (a) declarative knowledge of feedback, (b) 

application of feedback knowledge (i.e., generating feedback) in a test situation, and (c) 

application of feedback knowledge in everyday instruction (i.e., instructional feedback 



practice). Based on this differentiation, we study the indirect effect of teacher training on 

instructional feedback practice (i.e., the sequence of effects by which teacher training exerts 

its effect on instructional feedback practice) and investigate declarative feedback knowledge 

and the generation of feedback in a test situation as intervening variables.  

1.4 The moderation of training effects  

There is a strong consensus that effects of teacher training are moderated by (i.e., vary 

as a function of) (a) student characteristics; (b) individual teacher characteristics; (c) 

contextual factors at the classroom, school, and district levels; and (d) policy conditions (for 

an overview see Desimone 2009). Mostly the same moderators are discussed in the literature 

on formative assessment (e.g., Black and Wiliam 1998a; Heritage 2007). Obviously, the 

success of training interventions should strongly depend on those who are supposed to put 

training contents into practice. Thus, teacher motivation, and specifically teachers’ self-

efficacy, has been stressed as a central moderating variable (e.g., Gegenfurtner 2011). Self-

efficacy can be defined as “people's judgments of their capabilities to organize and execute 

courses of action required to attain designated types of performances” (Bandura 1986, p. 391). 

Self-efficacy is positively associated with effort and persistence (Multon et al. 1991; Schunk 

1995) and positively related to the efficient use of learning strategies (Pintrich and DeGroot 

1990; Zimmerman 2000), thus teachers with a high level of self-efficacy should learn more 

than others and might be more likely to put this knowledge into action. Empirical studies 

indeed show a positive relationship between trainees’ self-efficacy and transfer of training 

content (e.g., Pugh and Bergin 2006; Simosi 2012; Stein and Wang 1988; for an overview see 

Gegenfurther 2011). Many of these studies, however, have not specifically focused on teacher 

training (for an exception see Stein and Wang 1988), and none of them has investigated the 

moderation of indirect training effects.  

1.5 Present study: research questions and hypotheses 



The aim of the present study is to contribute to a better understanding of the impact of 

teacher training on teachers’ instructional feedback practice in mathematics instruction. In 

particular, we focus on the intervening role of (a) teachers’ feedback knowledge and (b) the 

ability to generate feedback in a test situation as well as the moderating function of teachers’ 

self-efficacy. Our research questions are as follows: (1) Is there an indirect training effect on 

teachers’ instructional feedback practice via (a) teachers’ declarative feedback knowledge and 

(b) the ability to generate feedback in a test situation? (2) Is this indirect effect moderated by 

teachers’ self-efficacy? Regarding the first research question, we hypothesized that teachers 

participating in a training measure on formative assessment know more about feedback than 

teachers who take part in training that does not deal with assessment (Hypothesis 1a, Step 1 of 

the indirect effect). We further expected that feedback knowledge relates positively to the 

ability to generate feedback in a test situation (Hypothesis 1b, Step 2 of the indirect effect), 

which in turn should be positively associated with teachers’ instructional feedback practice 

(Hypothesis 1c, Step 3 of the indirect effect). Correspondingly, we hypothesized that there 

would be an indirect effect on the generation of feedback in a test situation via feedback 

knowledge (Hypothesis 1d) and an indirect effect on instructional feedback practice via 

feedback knowledge and feedback generation in a test situation (Hypothesis 1e). With regard 

to the second research question, we assume the indirect effect to be moderated by teachers’ 

self-efficacy (Hypothesis 2; see Figure 3).  

2 Methods 

The present study was based on data from the project “Conditions and Consequences of 

Classroom Assessment” (Co2CA; for an overview see Rakoczy et al., in press).  

2.1 Participants 

In this study, 67 mathematics teachers (65.67% female; 79.1% younger than 46 years) 

in Bavaria, Germany, took part. Each teacher participated with one of their mathematics 

classes (in total: N = 1.528 students). Participation in the study was voluntary.  



2.2 Design 

We conducted a quasi-experimental field trial with two conditions (professional 

development on formative assessment, PD-FA; professional development on problem solving 

and modeling competence, PD-PM) and three measurement points. Each teacher participated 

in one of the two professional developments. Depending on their own individual interest, 

teachers were assigned to the respective course: n = 30 teachers enrolled in the course on 

formative assessment, n = 37 teachers chose the course on problem solving and modeling. 

Teachers’ instructional feedback practice was assessed as dependent variable, teachers’ 

analyzed as intervening variables mediating between professional development and 

instructional feedback practice. Teachers’ self-efficacy was studied as a moderating variable. 

As teachers were not randomly assigned to the two courses, pretreatment differences 

between conditions regarding teacher variables were analyzed. Teachers in the two conditions 

did not differ with regard to their vocational education (second state examination, teaching 

mathematics outside of one’s subject area, number of professional development courses 

attended in the last three years) or their teaching experience. They furthermore did not vary 

with regard to intervention-related variables assessed before the treatment (instructional 

feedback practice, formative assessment practice, formative assessment beliefs, interest in 

feedback), with the exception of self-efficacy regarding feedback (PD-FA: M = 62.83, SD = 

12.21; PD-PM: M = 69.16, SD = 11.95; t(64) = 2.12; p = .041; Cohen’s d = -.53). Teachers’ 

self-efficacy was controlled for in the model. 

2.3 Procedure 

Data collection took place from February to May 2013 and from September to 

December 2013, respectively. Each professional development consisted of two three-day 

training sessions spanning on average 14 hours each. After the first training session, teachers 

were expected to implement central ideas of the training in one of their mathematics classes. 

                                                 
1 The significance threshold is adjusted to p = .05/5 = .01 when applying a Bonferroni-correction. 





Figure 1. Design and procedure. PD-FA = professional development on formative 

assessment; PD-PM: professional development on problem solving and modelling 

competence. 

2.4.1 Professional development on formative assessment (PD-FA). 

The professional development on formative assessment aimed at helping teachers to 

implement formative assessment (esp. the diagnostic and the feedback component) in 

everyday mathematics instruction. To this end, pedagogical and psychological input was 

provided on central ideas of formative assessment (e.g., aims, types), performance diagnostics 

(e.g., psychometric quality of tests), and performance feedback (esp. beneficial feedback 

characteristics). Teachers additionally received content-specific, didactical input on how to 

implement formative assessment in their mathematics instruction. We specifically focused on 

instruction that deals with mathematical modeling. Input was provided on central ideas of 

mathematical modeling (e.g., theoretical considerations based on the German national 

standards, Kultusministerkonferenz 2003), how to use modeling tasks for diagnostic purposes 

(e.g., typical steps and mistakes in solving modeling tasks, the modeling cycle as a diagnostic 

aid), and how to provide feedback for such tasks. Furthermore, lesson plans and 

corresponding assessment materials were developed and discussed.  

2.4.2 Professional development on problem solving and modeling competence (PD-

PM). 

The aim of the professional development on problem solving and modeling 

competence was to provide basic, general didactic information on how to implement 

competence oriented mathematics instruction (focusing on mathematical problem solving and 

modeling competence). For this purpose, central ideas on problem solving and modeling 

competence (e.g., theoretical considerations based on the German national standards, 

Kultusministerkonferenz 2003) were imparted. Lesson plans as well as problem solving and 



modeling tasks were analyzed, developed, and discussed. In contrast to PD-FA, the diagnostic 

aspect of the tasks was not explicitly addressed.  

2.5 Measures 

2.5.1 Declarative knowledge about feedback. 

Declarative knowledge about feedback was assessed with 11 test items consisting of 

multiple-choice, short answer, and open answer items. Items were self-developed and 

measure declarative knowledge about central feedback characteristics (e.g., degree of 

elaboration, feedback level, feedback’s frame of reference). An example of an item was: 

“Which three central questions should be answered when providing feedback?” Short answer 

and open answer items were double-coded by two trained graduate students using a 

standardized coding guideline. Average Cohen’s kappa was κ = .78 across all items with a 

range from κ = .56 to κ = 1.00. Internal consistency of the scale was Cronbach’s α = .84. 

2.5.2 Application of feedback knowledge. 

Application of feedback knowledge was measured with three self-developed test items 

that required teachers to generate feedback on students’ solutions of a mathematics task on 

percentage calculation (for an example see Figure 2).  

Teachers’ feedback was coded by two trained graduate students using a standardized 

coding guideline. Raters coded whether the teacher feedback exhibited characteristics proven 

to be beneficial for learning. It was coded whether the feedback answered the three central 

feedback questions (“How am I going?”, “Where am I going?”, and “Where to next?”), 

whether the feedback was provided on the process-, task- or self-regulation level, but not on 

the self-level, and whether an individual frame of reference, criterial frame of reference, but 

not a social frame of reference was used. Raters furthermore coded whether errors were 

marked or corrected and whether the language used was comprehensible and specific. Teacher 

feedback was double-coded (with overall 17 coding categories per person). Average Cohen’s 



kappa was κ = .90 across all coding categories with a range from κ = .74 to κ = 1.00. 

Cronbach’s α was .93. 

2.5.3 Perceived feedback practice in instruction. 

Students’ perception of central aspects of teachers’ feedback practice was reported on a 

five-item scale (Klimczak et al. 2012) ranging from 1 (does not apply) to 4 (fully applies). 

Students indicated to which extent their teacher provided elaborated, criterial feedback 

answering the three feedback questions (How am I going? Where am I going? Where to 

next?). An item example was “In mathematics instruction, I get feedback on how I can 

improve in areas I am not good in”. Internal consistency of the scale was Cronbach’s α .76 in 

the pre-questionnaire and .86 in the postquestionnaire. Individual student perceptions of 

feedback practice were aggregated on class level (for classroom level aggregation of climate 

variables see Marsh et al. 2012). The intraclass correlation ICC(1) (proportion of total 

variance explained by between-class differences) shows that perceived feedback practice 

varies between classrooms, ICC(1)Pre-/Post-questionnaire = .19. The ICC(2) (estimated by applying 

the Spearman-Brown formula to the ICC(1), considering the average class size) indicates a 

sufficient degree of reliability of the class-mean ratings, ICC(2)Prä = .84/ICC (2)Post = .77 

(Bliese 2000; Lüdtke et al. 2009; Snijders and Bosker 1999). 

 



 

Figure 2. Item from the feedback generation test. The introduction refers to Item 1 (i.e., 

student solution no. 1, depicted) and Item 2 (i.e., student solution no. 2, not depicted). 

2.5.4 Self-efficacy. 

Teachers’ self-efficacy regarding feedback was assessed with a self-developed scale 

asking to what degree teachers felt able to provide students with feedback. An example item 

was “I can provide students with feedback on their strengths and weaknesses,” with a 

certainty rating scale ranging from 0 (I am not able at all) to 100 (I am able with high 

certainty). The estimate of reliability of the five-item scale was Cronbach’s α = .67.  

2.6 Data analyses 

To address our research questions, the manifest path model depicted in Figure 3 (Model 

1) was applied to the data. In Model 1, training was entered as a dummy-coded predictor 





• Hypothesis 1e: indirect training effect on instructional feedback practice via feedback 

knowledge and feedback generation  

• Hypothesis 2: effects from interaction terms (e.g., self-efficacy × training) on intervening 

variables and the criterion variable (see, e.g., Edwards and Lambert 2007). 

Since we analyzed indirect effects (which are products of direct paths) and since the 

distribution of product terms is only asymptotically normal (e.g., MacKinnon et al. 2004; 

Shrout and Bolger 2002), we computed standard errors of indirect effects through a 

bootstrapping procedure. We used 5000 bootstrap samples and estimated bias-based 95% 

confidence intervals (CIs) for the effects (e.g., MacKinnon et al. 2004). The null hypothesis 

that no indirect effect is present was rejected if zero was not included in the CI. To gain a 

more comprehensive understanding of the training effect, we additionally exploratively 

analyzed direct and total effects (see Figure 3). Full information maximum likelihood 

estimation (FIML) was used. All analyses were conducted with MPlus 6.1 (Muthén and 

Muthén 1998–2007). 

To confirm the findings from Model 1, a further model (Model 2) was estimated: 

Model 2 was analyzed due to the high percentage of missing data for instructional feedback 

practice (4.48% in the pre survey, 38.8% in the post survey, at a sample size of N = 67; for all 

other variables the percentage of missing data was lower than 1.5%.). The high percentage of 

missing data in the post survey resulted from a drop out of 26 classes. The teachers of these 

classes did not send the completed student questionnaires per mail. As this drop out is neither 

related to the training condition (50% of missing classes belong to the PD-PM-condition, p 

[Fischer] = .615, Phi = -.08) nor to teachers’ pretraining feedback practice (r = .15, p = .24), 

we do not assume missingness to be related to posttraining feedback practice and thus expect 

the data to be missing at random (see e.g., Lüdtke et al. 2007, Schlomer et al. 2010). 

FIML including extra, auxiliary variables (correlates of the missingness or correlates 

of the variables that have missing values, e.g., Collins et al. 2001) has been identified as a 



method applicable to dealing with (large amounts of) missing data (e.g., Graham 2003; 

Lüdtke et al. 2007; Schlomer et al. 2010). As the bootstrapping-option (applied in Model 1) 

cannot be combined with the inclusion of auxiliary variables in MPlus, Model 2 was added. 

Model 2 is based on Model 1 (without bootstrapping), supplemented by the following 

auxiliary variables: personal relevance of training (pre survey), formative assessment practice 

(pre and intermediate survey2), available time for dealing with training contents (intermediate 

survey), avoidance intention regarding training (intermediate survey). All of these variables 

show a positive correlation with instructional feedback practice or its missingness.  

3 Results 

Sample sizes, means, standard deviations, and correlations of all variables in Model 1 

are set out in Table 1. Model 1 shows a good fit to the data (χ2 = 8.12, df = 8, p = .42; root 

mean square error of approximation, RMSEA = .02, 90% CI [.00, .15], p = .54; comparative 

fit index, CFI = 1.00; standardized root mean square residual, SRMR = .04). The direct and 

interaction effects estimated in Model 1 are set out in Table 2. As hypothesized, the results 

reveal that PD-FA was associated with a significantly higher level of declarative feedback 

knowledge than PD-PM, direct effect: β = .52, 95% CI [.07, .95] (Hypothesis 1a). Declarative 

feedback knowledge was as expected significantly related to the ability to generate feedback 

in a test situation, direct effect: β = .49, 95% CI [.31, .65] (Hypothesis 1b). Contrary to 

expectations, there was no direct effect from the ability to apply feedback in a test situation to 

instructional feedback practice, direct effect: β = .13, 95% CI [-.18, .40] (Hypothesis 1c).  

                                                 
2 The intermediate survey was conducted at the second training session. It is not 

depicted in Figure 1 or described in the section “Procedure” as the variables assessed at 

training session 2 are of no direct relevance for answering our research questions. However, 

as these variables were correlated with instructional feedback practice and its missingness, 

respectively, they were included as auxiliary variables. 



In line with the results on the corresponding direct effects, Table 3 shows that following 

expectation, in comparison with PD-PM, PD-FA had a significant positive indirect effect on 

the ability to generate feedback in a test situation (Hypothesis 1d) via declarative feedback 

knowledge, β = .25, 95% CI [.05, .54]. Contrary to our hypothesis, however, there was no 

significant indirect effect on instructional feedback practice via declarative feedback 

knowledge and via the ability to generate feedback in a test situation, β = .03, 95% CI [-.02, 

.18] (Hypothesis 1e).  

There was, in line with our expectation, a significant moderation of the indirect effect 

by teachers’ self-efficacy (Hypothesis 2; see Table 2): The direct effect from declarative 

feedback knowledge on the ability to generate feedback was positively moderated by 

teachers’ self-efficacy (self-efficacy × declarative feedback knowledge on feedback 

generation: β = .20, 95% CI [.03, .35]). Direct effects from training on declarative feedback 

knowledge (self-efficacy × training on declarative feedback knowledge: β = -.19, 95% CI [-

.62, .24]) and from the ability to generate feedback on instructional feedback practice (self-

efficacy × feedback generation on instructional feedback practice: β = -.06, 95% CI [-.29, 

.24]), by contrast, did not depend on teachers’ level of self-efficacy.  

In addition, Table 2 shows a negative direct effect from training on feedback generation, 

β = -.58, 95% CI [-.91, -.22], no direct effect from training on instructional feedback practice, 

β = .25, 95% CI [-.30, .79], and no direct effect from feedback knowledge on instructional 

feedback practice, β = -.18, 95% CI [-.40, .04]. Moreover, we found no total training effect on 

feedback generation (β = -.33, 95% CI [-.72, .10]) or on instructional feedback practice (β = 

.11, 95% CI [-.36, .50], see Table 3).  

The findings from Model 2 (including auxiliary variables) correspond to the results of 

Model 1, with the exception that the indirect training effect on feedback generation (via 

declarative feedback knowledge, β = .25, SE = 0.13, p = .06) and the moderation effect (self-



efficacy × declarative feedback knowledge on feedback generation: β = .20, SE = 0.11, p = .06) are marginally significant only (see Table A1-A2).  

 

Table 1 

Correlations, means, and standard deviations of all variables in the study  

 Total sample  
 

PD-FA  PD-PM 

Variable n 1 2 3 4 5 6 M SD  n M SD  n M SD 
1. Traininga 67 –      0.45 0.50  30 1.00 0.00  37 0.00 0.00 
2. Declarative feedback knowledge 67 .30* –     5.01 3.01  30 6.00 3.07  37 4.20 2.74 
3. Ability to generate feedback in a test situation 67 -.12 .38** –    6.18 5.12  30 5.53 5.12  37 6.70 5.12 
4. Pre-training instructional feedback practice 64 -.06 .12 .04 –   2.94 0.28  30 2.92 0.34  34 2.95 0.22 
5. Post-training instructional feedback practice 41 .03 -.11 .03 .76** –  2.69 0.31  17 2.70 0.37  24 2.69 0.28 
6. Self-efficacy 66 -.26* -.15 .00 .05 .00 – 66.28 12.39   30 62.83 12.21  36 69.16 11.95 

Note. Means and standard deviations are given for the total sample and separately for both training conditions.  
a Dummy-coded (PD-FA = 1, PD-PM = 0). 

* p < .05, two-tailed. ** p < .01, two-tailed. 

 

 

 

 



 

Table 2 
Direct and interaction effects in Model 1 

 
Declarative feedback 

knowledge  Feedback generation  Instructional feedback 
practice (post) 

  95% CI   95% CI   95% CI 

Variable β LL UL  β LL UL  β LL UL 

Predictor            

Training (PD-FA vs. PD-PM)a .52* .07 .95  -.58* -.91 -.22  .25 -.30 .79 

Intervening variables            

Declarative feedback knowledge     .49* .31 .65  -.18 -.40 .04 

Feedback generation         .13 -.18 .40 

Moderator            

Self-efficacy -.05 -.38 .23  -.03 -.21 .18  -.05 -.23 .14 

Training × Self-efficacy -.19 -.62 .24         

Declarative feedback knowledge × Self-efficacy     .20* .03 .35     

Feedback generation × Self-efficacy         -.06 -.29 .24 

Covariate            

Instructional feedback practice (pre)         .82* .63 1.03 

Note. All variables are z-standardized except for Training. Confidence intervals are bias-based. CI = confidence interval; LL = lower limit, UL = upper limit.  
a Dummy-coded (PD-FA = 1, PD-PM = 0). 

* Significant regression coefficient (zero was not included in the 95% CI). 

 



 

Table 3 

Summary of specific indirect and total training effects on feedback generation and feedback 

practice in Model 1. 

 Feedback generation  Feedback practice 

  95% CI   95% CI 

Training effect β LL UL  β LL UL 

Total -.33 -.72 .10  .11 -.36 .50 

Specific indirect via        

Declarative feedback knowledge .25* .05 .54  -.09* -.34 -.003 

Feedback generation     -.08 -.32 .08 

Declarative feedback knowledge via feedback generation     .03 -.02 .18 

Note. Training is dummy-coded (PD-FA = 1, PD-FA = 0). All other variables are z-standardized. Confidence intervals are 

bias-based. CI = confidence interval; LL = lower limit, UL = upper limit. 

* Significant regression coefficient (zero was not included in the 95% CI). 



4 Discussion 

In the present study, we investigated the impact of teacher training on teachers’ 

instructional feedback practice in mathematics instruction. We specifically focused on the role 

of teachers’ feedback knowledge and the ability to generate feedback as intervening 

mechanisms and the function of teachers’ self-efficacy as a moderating variable.3  

4.1 Summary and interpretation of results 

As hypothesized, results reveal that teachers participating in a training on formative 

assessment know more about feedback than teachers who took part in a training on 

mathematical modeling and problem solving (Hypothesis 1a). This finding is consistent with 

the model of Desimone (2009) and findings from previous studies (e.g., Diamond et al 2014), 

indicating a positive impact of teacher training on teacher knowledge.  

Our study furthermore showed that in line with our assumptions, knowledge about 

feedback has a positive effect on the ability to generate feedback in a test situation 

(Hypothesis 1b). Accordingly, we found that our six-day teacher training yielded a positive 

indirect impact on the ability to provide feedback in a test situation mediated via the 

acquisition of feedback knowledge (Hypothesis 1d). Teachers thus were able not only to 

recall, but also to apply the newly acquired knowledge in a feedback generation task. 

This ability, however, was not positively associated with teachers’ feedback practice in 

mathematics instruction (Hypothesis 1c). In line with this result, no indirect training effect on 

instructional feedback practice via feedback knowledge and feedback generation (Hypothesis 

1e) was shown. These findings were not expected and do not correspond to (a) Desimone’s 

(2009) theoretical model suggesting an indirect impact from teacher training via teacher 

                                                 
3 Our findings from Model 1 mostly correspond to the findings from Model 2, except 

for small differences in the significance level which might be due to the use or non-use of the 

bootstrapping procedure. 



knowledge on instruction and (b) previous findings indicating a positive relationship between 

teacher knowledge and instructional quality (e.g., Kunter et al. 2013; Voss et al. 2014). It 

should be noted, however, that neither these studies nor Desimone’s model focus on 

formative assessment. Kunter, Voss and colleagues (e.g., Kunter et al. 2013; Voss et al. 2014) 

did not even particularly deal with teacher training, and the indirect effect suggested in 

Desimone’s model has so far not been tested empirically.  

Our finding that teachers do not transfer the newly acquired feedback knowledge into 

everyday instructional practice rather supports the well-documented phenomenon of “inert 

knowledge” (Mandl and Gerstenmaier 2000; Renkl 1996; Whitehead 1929). Our analysis of 

the indirect training effect helps to better understand this gap between knowledge and action; 

it shows that teachers indeed are well able to use the newly acquired knowledge per se–at 

least in isolated test situations. However, the transfer to everyday instruction is not successful. 

One explanation might be the comparatively high complexity and lack of structuredness of 

instructional situations (compared to test situations), which might make it difficult to identify 

and use relevant information to provide adequate individual feedback. Another possible 

explanation is that teachers–despite being able to do so–do not provide individual feedback 

because they find it too time-consuming. A third explanation could be that teachers indeed 

changed their feedback practice, but students have not realized this change yet. The 

questionnaire scale on teachers’ feedback practices did potentially not assess every aspect of 

change in teachers’ feedback behavior. It focuses on central feedback characteristics, but does 

not cover all aspects of feedback practice that were dealt with in the training.  

Corresponding to our hypothesis, the indirect effect on feedback generation was 

moderated by teachers’ self-efficacy (Hypothesis 2). Teachers who have a high level of self-

efficacy benefit more from training than teachers with a low level of self-efficacy. This 

finding supports previous studies showing a positive relationship between trainees’ self-

efficacy and transfer of training contents (e.g., Pugh and Bergin 2006; Simosi 2012; Stein and 



Wang 1988; for an overview see Gegenfurther 2011). Most of these studies, however, have 

not focused on teacher training (for an exception see Stein and Wang 1988), and none has 

investigated the moderation of indirect training effects. In our study, in contrast, we 

specifically investigated at which point the impact of training–(1) effect from training on 

feedback knowledge; (2) effect from feedback knowledge on feedback generation; (3) effect 

from feedback generation on instructional feedback practice–is influenced by teachers’ self-

efficacy. Our results show the following: (1) The impact of training on teachers’ feedback 

knowledge is not affected by self-efficacy, whereas (2) knowledge effects are; teachers with a 

high level of self-efficacy are better able to use their knowledge to generate feedback in a test 

situation than teachers with a low level of self-efficacy. (3) The relationship between 

feedback generation and instructional feedback practice, in contrast, does not depend on the 

teacher’s belief in his/her capability to provide feedback.  

Self-efficacy is positively associated with effort and persistence (Multon et al. 1991; 

Schunk 1995) and positively related to increased cognitive engagement and the efficient use 

of learning strategies (Pintrich and DeGroot 1990; Zimmerman 2000). Thus, teachers with a 

higher degree of self-efficacy might make stronger efforts or be better able to put the newly 

acquired feedback knowledge into action (Step 2 of the indirect effect: effect from feedback 

knowledge on feedback generation). Gegenfurtner (2011) showed that the relationship 

between self-efficacy and transfer varies as a function of knowledge type, with a stronger 

relation between self-efficacy and procedural knowledge than between self-efficacy and 

declarative knowledge. This might explain the missing moderation for Step 1 of the indirect 

effect (effect from training on declarative feedback knowledge). Regarding Step 3 of the 

indirect effect (effect from feedback generation on instructional feedback practice), Stajkovic 

and Luthans (1998) demonstrated that the relationship between self-efficacy and performance 

depends on the complexity of the task with the magnitude of relationship decreasing for high 

levels of task complexity. Possibly, the transfer of training content to real-life instruction 



(Step 3) was too difficult and complex, even for highly self-efficient teachers.  

4.2 Limitations, implications for practice and suggestions for future research 

When interpreting the results, some methodological limitations of the study should be 

considered. First, we have a high percentage of missing data for instructional feedback 

practice. Although we used FIML under consideration of auxiliary variables, effects on 

instructional feedback practice should be interpreted with caution. Second, when interpreting 

the moderation effect, one has to bear in mind that self-efficacy was assessed in the pre survey 

only but might have changed in the course of training. Third, whereas instructional feedback 

practice was assessed before and after the training, declarative feedback knowledge and 

feedback generation were tested only once. Thus, the study provides no information on the 

development of these variables. Fourth, teachers were not randomly assigned to conditions, 

but enrolled in a professional development course depending on their personal interests. Thus, 

no premature causal conclusions should be drawn (see, e.g., Muthén and Asparouhov 2015). 

There is a group difference for self-efficacy regarding feedback, which, however, was 

controlled for in the model. Furthermore, the two treatment groups do not systematically 

differ with regard to their vocational education (second state examination, teaching 

mathematics outside of one’s subject area, number of professional development courses 

attended in the last three years) or their teaching experience. They furthermore do not vary 

with regard to pretreatment instructional feedback practice, formative assessment practice, 

formative assessment beliefs, and interest in feedback. When taking these variables 

(instructional feedback practice, formative assessment practice, formative assessment beliefs, 

interest in feedback) as covariates into account, the results of the path analysis remain the 

same. Still, results should be interpreted carefully as unmeasured variables may confound the 

association between treatment, intervening, and outcome variables. Fifth, our path model had 

19 free parameters. As our sample size was N = 67, the requirement for sufficient sample 



sizes (i.e., a cases/parameter ratio higher than 5:1, Kline 2005) was not fulfilled satisfactorily 

and parameters should thus be interpreted carefully (see, e.g., Gelman and Carlin 2014). 

Despite these limitations, we believe that the present study makes a significant 

contribution to research on formative assessment practice in mathematics instruction. The 

teacher training on formative assessment was developed and evaluated, drawing on current 

training and formative assessment research. Furthermore, the mechanisms that mediate and 

moderate the effects of this training were studied. We identified teachers’ pre-training self-

efficacy as a significant motivational moderator helping teachers to make use of training 

contents and found that the application of feedback knowledge in everyday instruction is a 

critical point at which the training intervention might fail.  

Following these findings, future training on formative assessment and corresponding 

studies should specifically attempt to help teachers apply their newly acquired knowledge in 

complex everyday instruction. To that end, interventions could be intensified through longer-

term and more continuous teacher support measures (e.g., through sitting in on classes). In 

addition, implementation of training content might be improved by highlighting the 

application orientation of training (e.g., through the analysis and discussion of videos showing 

the teacher’s own assessment practices). Furthermore, teachers could be provided with more 

specific guidelines, prepared task material, and feedback sheets to increase confidence and 

reduce time burden when providing feedback in classrooms. To gain a better insight into what 

actually happens in classrooms, future studies might not only base the assessment of teachers’ 

feedback practice on students’ judgements but also on teacher questionnaires or video 

recordings.  

The present study not only provides hints on how to design feedback trainings, it also 

contributes to a more differentiated understanding of the frequently described phenomenon of 

inert knowledge (e.g., Mandl and Gerstenmaier 2000; Renkl 1996) by analyzing the 



relationship between knowledge acquisition and knowledge application, and distinguishing 

between knowledge application in simple test situations and complex everyday situations. It 

furthermore helps researchers better to comprehend the impact of teacher training in general 

by empirically testing parts of Desimone’s model (2009). Following studies might 

additionally assess students’ performance as a criterion variable to analyze the entire 

mediation process proposed by Desimone and test whether the primary goal of formative 

assessment–improving students’ learning (e.g., Black and Wiliam 1998a)–has been reached. 

Taking these aspects into account, future studies might contribute to enhancing feedback 

culture in secondary mathematics instruction. 
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7 Appendix 

 Table A1 
 Direct and interaction effects in Model 2 

 
Declarative 

feedback 

knowledge 

 

 
Feedback 

generation 

 

 
Instructional 

feedback 

practice (post) 

 
Variable β SE  β SE  β SE 

Predictor         

Training (PD-FA vs. PD-PM)a .52* .24  -.58* .23  .27 .24 

Intervening variables         

Declarative feedback knowledge    .49** .11  -.18 .13 

Feedback generation       .15 .13 

Moderator         

Self-efficacy -.05 .17  -.03 .11  -.09 .10 

Training × Self-efficacy -.19 .25       

Declarative feedback knowledge × Self-efficacy    .20† .11    

Feedback generation × Self-efficacy       -.08 .12 

Covariate         

Instructional feedback practice (pre)       .75** .12 

 Note. All variables are z-standardized except for Training.  
 a Dummy-coded (PD-FA = 1, PD-PM = 0). 
 † p < .10. * p <.05. ** p <.01. 

 



Table A2 

Summary of specific indirect and total training effects on feedback generation and feedback 

practice in Model 2. 

 Feedback 
generation  Feedback 

practice 
Training effect β SE  β SE 

Total -.33 .25  .12 .22   

Specific indirect via      

Declarative feedback knowledge .25† .13  -.09 .08 

Feedback generation    -.09 .08 

Declarative feedback knowledge via feedback generation    .04 .04 

Note. Training is dummy-coded (PD-FA = 1, PD-FA = 0). All other variables are z-standardized.  
† p < .10. * p <.05. ** p <.01. 

 


