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Abstract

Generative learning strategies are intended to improve students’ learning by prompting them to actively make sense of the material to be learned. But are they effective for all students? This review provides an overview of six popular generative learning strategies: concept mapping, explaining, predicting, questioning, testing, and drawing. Its main purpose is to review for what ages the effectiveness of these strategies has been demonstrated and whether there are indications of age-related differences in their effectiveness. The description of each strategy covers (1) how it is supposed to work, (2) the evidence on its effectiveness in different age groups, and (3) if there are age-related differences in its effectiveness. It is found that while all six generative learning strategies reviewed have proven effective for university students, evidence is mixed for younger students. Whereas some strategies (practice testing, predicting) seem to be effective already in lower-elementary-school children, others (drawing, questioning) seem to be largely ineffective until secondary school. The review closes with a call for research on the cognitive and metacognitive prerequisites of generative learning that can explain these differences.
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Teaching an 8-year-old is different from teaching a 16-year-old. Although this is a trivial statement for educators, the implications are surprisingly often ignored in educational research. Should teachers use different strategies depending on learners’ age? Excellent reviews and meta-analyses have compared different learning strategies with the goal of finding the ones most effective for all learners (e.g., Dunlosky et al. 2013; Fiorella and Mayer 2015, 2016; Hattie et al. 1996; Yiping et al. 2001). But are the strategies thus identified equally effective in all age groups? This is an open question because the majority of studies included in these...
reviews were performed with university students, and there has been little systematic research regarding age-related differences in strategies’ effectiveness. The current review is intended to shed light on the question of whether there are age-related differences in the effectiveness of a particular group of strategies—generative learning strategies (GLSs).

GLSs are grounded in the constructivist view of learning, which posits that learning is an active construction process that is based on an individual’s prior knowledge (see Bonwell and Eison 1991; von Glasersfeld 1983; Wittrock 1985). For the purpose of this review, GLSs are defined as activities that prompt learners to produce something meaningful that goes beyond the information provided by an instructor. In doing so, learners have to activate prior knowledge and link it to the provided information, which is assumed to foster integration of new information into existing knowledge structures. This definition of GLSs is supposed to differentiate GLSs from other popular learning strategies that also require activities by the learners but do not require the generation of additional content (e.g., highlighting, paraphrasing). Note that this distinction is highly similar to the one between active and constructive learning activities proposed by Chi (2009). GLSs as defined in this review can, thus, be considered as instantiations of constructive learning activities.

The chosen definition of GLSs has several implications for which strategies are considered for this review. The emphasis on the production of meaningful content that goes beyond the provided information but that does not necessarily have to be invented by the learner implies that generating answers to test questions (i.e., practice testing) counts as a GLS. This holds true independent of whether the learner is able to provide the correct answer. There are learning strategies for which it is not easy to tell whether learners necessarily produce something that is both meaningful and goes beyond the provided information, however. One example is the strategy of summarizing a text. Summarizing a text would qualify as a GLS if learners enrich the provided information in the text with additional content, but it would not qualify when it entails only paraphrasing or condensing the given information. Another example is enacting. Asking learners to manipulate models to represent a story or to perform gestures that enrich the provided information clearly requires the translation of verbal information into actions. Whether these actions go beyond the provided information can be hard to tell, however. In the case of gestures, the production of iconic gestures might qualify, whereas indexical or symbolic gestures would not. Because of these classificatory difficulties and resultant problems in inferring and comparing underlying cognitive processes, these strategies are not considered for the current review.

The main purpose of the current article is to review for what ages the effectiveness of various GLSs has been demonstrated and whether there are indications of age-related differences in their effectiveness. I will review studies that tested school-age students on one of the following six strategies: concept mapping, explaining, predicting, questioning, testing, and drawing. Note that this review is restricted to GLSs in which students have to generate individually; collaborative generative activities are not discussed. This choice does not imply that collaborative generation is necessarily less effective than individual generation. Rather, it reflects the focus of this review on developmental differences, which can be expected to be more clearly identifiable for activities that are localized within individual students as compared with those that depend heavily on student—student or teacher—student interactions. This review further does not include studies performed with children younger than school age. This is done to enhance comparability between studies because many GLSs require basic language abilities and because many of the studies discussed were performed in regular classrooms.

To lay the ground for the discussion of age-related differences, I begin by providing a concise summary of developmental psychological research on the use of learning strategies
from childhood through emerging adulthood. This summary shows why it is plausible to assume that there are developmental differences in the effectiveness of GLSs. The bulk of this article then reviews six popular GLSs and discusses research testing their effectiveness in improving students’ acquisition of declarative knowledge.¹ The review of each strategy covers (1) how it is supposed to work, (2) the evidence on its effectiveness in different age groups, and (3) if there are developmental differences in its effectiveness. In a nutshell, it is found that, while all six generative learning strategies reviewed have proven effective for university students, evidence is mixed for younger students (see Table 1). In particular for elementary-school children, the techniques seem to differ strongly in their effectiveness, but there is a lack of age-comparative studies that can explain these differences. I conclude this review by discussing potential reasons for these differences between strategies and with a call for research that tests these ideas.

A Brief Developmental-Science Perspective on Learning Strategies

Research on children’s strategy use has a rich history, and children’s increasing use of learning strategies as they grow older is considered a key driving force underlying the observed age-related improvements in learning and memory performance (e.g., Bjorklund et al. 2008; Flavell 1970; Pressley and Hilden 2006). Numerous studies have demonstrated that the efficiency with which elaboration and organization strategies can be employed increases substantially across childhood and continues to increase well into adolescence (for overviews, see Bjorklund et al. 2008; Schneider 2015). Many elementary-school children struggle in using learning strategies effectively and efficiently, and this is particularly the case for those strategies that capitalize on activating prior knowledge. The most prominent difficulty that children face is production deficiency; that is, difficulty in spontaneously applying an appropriate learning strategy in the first place. In addition, although prompting children to use a particular strategy is often successful, not all children—and particularly not the younger ones—have the cognitive prerequisites to profit from it, even if they receive extensive training. This phenomenon has been dubbed mediation deficiency. A third difficulty that has been demonstrated in children is called utilization deficiency: Even when young children can spontaneously apply an appropriate learning strategy, it does not help them as much as it helps older children or adults. Collectively, these deficiencies in children’s strategy use have been shown to play an important role in the observed age-related improvement in learning performance (see Bjorklund et al. 2008; Schneider 2015).

The age-related increase in ability to use and profit from learning strategies has been linked to three major developmental processes:

1. Increases in knowledge: At least during the first two decades of life, learners’ age and their amount of world knowledge are closely correlated (e.g., Li et al. 2004). The increase in knowledge during development has been shown to contribute to the increase in use of learning strategies and in their effectiveness across childhood and adolescence (see Bjorklund 1987; Chi and Ceci 1987). In addition to having effects that are directly related

¹ The effects of GLSs on the acquisition of procedural knowledge, albeit also of high importance, are beyond the scope of this review. The declarative-knowledge acquisition targeted in this review can be further considered as enriching rather than as involving conceptual change (see Chi 2008).
to particular learning strategies, increasing world knowledge has strong indirect effects. Greater world knowledge facilitates elaboration and organization of to-be-learned material because it provides a richer semantic network, which enables learners to better relate new material to known concepts (Schneider 1993). Bjorklund (1987) pointed to an additional mechanism by which increases in world knowledge facilitate learning: They free up cognitive capacities, which can then be invested in elaborating the new information or in applying more elaborate learning strategies. Although knowledge strongly impacts the use and effectiveness of learning strategies, developmental studies that have carefully controlled for age-related differences in prior knowledge have found that it is not the sole source of age-related differences in learning performance, but that increases in cognitive capacities play a role as well (e.g., Brod et al. 2017; Hasselhorn 1990).

2. Increases in cognitive capacities: The increase in use of learning strategies over middle childhood and adolescence coincides with an increase in working memory and inhibitory capacities, which are closely linked to the ongoing maturation of the prefrontal cortex (Best and Miller 2010; Schneider 2015). Working memory and inhibition together facilitate efficient shifting between tasks or mental states (Best and Miller 2010). These three abilities, collectively termed executive functions (Miyake et al. 2000), underlie the ability to reason as well as to test and revise mental models, which are crucial for the acquisition of complex concepts (Bascandziev et al. 2018; Brod et al. 2019). Children’s deficits in executive functions can therefore be expected to impinge upon the effectiveness of all GLSs, as the construction of relations between to-be-learned information and prior knowledge, as well as the integration of the new information, requires at least basic reasoning abilities (Zaitchik et al. 2014).

3. Increases in metacognitive abilities: Children’s ability to accurately represent and regulate their current cognitive activities has strong effects on how effectively they can make use of the learning strategies about which they have knowledge (for a review, see Schneider 2010). These metacognitive skills are called monitoring and control (or regulation). They follow a late-maturing developmental trajectory similar to that of executive functions, and depend on but are not fully determined by them (Roebers 2017). Although increases in knowledge and cognitive capacity may be necessary for applying learning strategies in the first place, understanding how a particular strategy can lead to higher learning success may be necessary for its effective use. Using learning strategies effectively also entails accurate monitoring and, if necessary, adaptation of the strategy.

To conclude, developmental research indicates that there are substantial age-related increases in the use of learning strategies, such as GLSs, that capitalize on activation of prior knowledge.

Table 1 Evidence on the effectiveness of generative learning strategies in different age groups

<table>
<thead>
<tr>
<th>Concept</th>
<th>University students</th>
<th>Secondary-school students</th>
<th>Fourth/fifth-grade students</th>
<th>Below fourth-grade students</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concept mapping</td>
<td>Favorable</td>
<td>Favorable</td>
<td>Favorable</td>
<td>Insufficient</td>
</tr>
<tr>
<td>Explaining</td>
<td>Favorable</td>
<td>Favorable</td>
<td>Mixed</td>
<td>Mixed</td>
</tr>
<tr>
<td>Predicting</td>
<td>Favorable</td>
<td>Favorable</td>
<td>Favorable</td>
<td>Favorable</td>
</tr>
<tr>
<td>Questioning</td>
<td>Favorable</td>
<td>Mixed</td>
<td>Mixed</td>
<td>Unfavorable</td>
</tr>
<tr>
<td>Testing</td>
<td>Favorable</td>
<td>Favorable</td>
<td>Favorable</td>
<td>Favorable</td>
</tr>
<tr>
<td>Drawing</td>
<td>Favorable</td>
<td>Favorable</td>
<td>Unfavorable</td>
<td>Unfavorable</td>
</tr>
</tbody>
</table>
Many elementary-school children struggle to use learning strategies effectively and efficiently even if they receive specific training on the strategies. Although this picture looks bleak, one can look at the problem from a different angle: Children’s immature strategy use suggests that any GLS that works for elementary-school children should have an even stronger beneficial effect for them than for secondary-school children and adults, who spontaneously use learning strategies anyhow. However, important questions remain. Are some GLSs more effective for children than others are? Are there GLSs that do not work at all until a particular level of cognitive capacities is reached? Can GLSs currently implemented in the classroom be modified in order to work better for elementary-school children? In the following section, I try to answer these questions by reviewing the literature on popular GLSs and taking into account the developmental-science perspective. A particular emphasis is thus laid on studies that tested these techniques with children of various ages.

Review of Techniques

I review six popular GLSs that are used to improve students’ learning: generating concept maps, generating explanations, generating predictions, generating questions, generating answers (i.e., practice testing), and generating drawings. Each review consists of three sections: The first section briefly describes how the technique is commonly implemented and how it is supposed to improve students’ learning. The second section reviews the available evidence regarding the technique’s effectiveness in improving learning in various age groups. To provide a balanced evaluation of the evidence base, I relied on existing meta-analyses whenever possible. The third section reviews the literature concerning age-related differences in the strategy’s effectiveness. While this review is clearly influenced by the evaluation provided in the second section, the third section particularly reviews studies that tested learners of various ages. It, thus, aims at evaluating evidence for an effectiveness trajectory of a particular strategy.

Generating Concept Maps

How Is it Supposed to Work?

Concept maps depict the hierarchy of and relations among concepts (for a toy example of a concept map, see Fig. 1). This technique is based on Ausubel’s (1960) assimilation theory of cognitive learning and was developed by Novak and colleagues as an instructional tool to represent knowledge structures and to promote meaningful learning (e.g., Novak 1990). According to Ausubel, meaningful learning can be achieved by anchoring new ideas or concepts with previously acquired knowledge. Concept maps thus serve the goal of activating relevant prior knowledge and thereby providing an “optimal anchorage for the learning material” (Ausubel 1960, p. 271).

Concept maps come in various forms and can be used in various ways (for an overview, see O’Donnell et al. 2002). They can range from being entirely pre-generated (typically by the teacher) to being entirely student generated. Because the focus of this review is on generation by students, it is limited to studies in which students at least partly generated the maps themselves; that is, they either modified a map they were given or generated the map entirely by themselves. Furthermore, in line with the constructivist view of learning, meta-analyses suggest that self-generating a concept
map is more effective than studying a provided concept map (Nesbit and Adesope 2006; Schroeder et al. 2018; but see Horton et al. 1993). The implementation of this technique also varies in when it is employed. In the tradition of Ausubel (1960), concept maps are often used as *advance organizers*, intended to activate relevant prior knowledge so as to prime students for learning new information. Additional uses, not targeted by this review, are as an activity-closing summary and as an evaluation to test students’ knowledge.

**For What Ages Has Its Effectiveness Been Demonstrated?**

Several reviews and meta-analyses indicate that generating concept maps is generally beneficial for learning (e.g., Horton et al. 1993; Nesbit and Adesope 2006; Novak 1990). The most recent and comprehensive meta-analysis by Schroeder et al. (2018), which clearly distinguished self-generated and provided concept maps, revealed that the mean size of the effect of self-generated concept mapping on students’ achievement scores was 0.72 SDs. As can be expected, this beneficial effect was greater for studies that compared generating concept maps to passive activities such as hearing a lecture (1.05 SDs) than for studies that included active control conditions such as summarizing (0.48 SDs). The meta-analysis also looked at whether children’s grade (a proxy for age) influenced the effectiveness of having them generate concept maps. Results indicated consistent beneficial effects across studies performed with 4th–8th graders\(^2\) (0.68 SDs), 9th–12th graders (0.74 SDs), and college students (0.73 SDs).

2 A closer examination of these studies, treating studies with 4th and 5th graders and studies with 6th–8th graders separately, indicated no differences between these groups either.
The youngest children in the studies included in the meta-analyses were fourth-graders. What about children below fourth grade? Novak (1990, p. 37) writes that, based on his experience, concept maps are successful only in children from grade 4 onwards, but no empirical data were provided to bolster this claim. Furthermore, generating concept maps that contain written language is, of course, constrained by children’s ability to write, which makes this technique unlikely to work in young children. In summary, results indicate that there is good evidence that letting students generate concept maps is generally effective from grade 4 onwards, while there is a clear lack of evidence regarding its effectiveness in younger students.

Are There Age-Related Differences in Its Effectiveness?

Concept maps can be implemented in various ways and with varying instructional support, which may impact their effectiveness in different age groups. Direct evidence for this idea has been provided in a study comparing concept mapping among college and high-school students, which revealed a map coherence × age group interaction (Gurlitt and Renkl 2008). University students profited more when they received a low-coherence map that required them to create and label lines and thus called for more self-organization of the material being learned, whereas high-school students profited more when they received a high-coherence map that required only labeling existing lines, and thus provided a highly structured learning environment and more support for the learner. Differences in prior knowledge between the groups were not assessed in the present study, but are likely to have contributed to the observed interaction. Nevertheless, the study strongly indicates that learners of different ages need different amounts of support for concept-map generation to be maximally effective.

Further support for this conclusion was provided in a study with late-elementary-school children that varied the level of support provided during concept mapping (Karpicke et al. 2014). Children in the no-support condition (experiment 1) had to generate the entire concept map by themselves, which led to poor concept maps and did not benefit their performance on a later test in which they had to retrieve key concepts of the target material. Children who only had to fill in parts of an existing concept map (experiments 2 and 3) did significantly better than children in the no-support condition and children who did not work on concept maps at all.

To conclude, existing evidence suggests that—among students grade 4 and older—concept-map generation can be similarly effective in students of different ages. However, demands on prior knowledge, working memory, and self-regulation during mapping vary strongly depending on the complexity of the concept and on the support given by pre-existing structures. Initial evidence suggests that a suboptimal implementation of the technique for a particular age group can render it ineffective, and that younger learners generally need more support than older learners. There is a clear need for further studies that systematically vary the amount of information to be generated within age groups and then compare the results across different age groups.

Generating Explanations

How Is It Supposed to Work?

Researchers have suggested that asking students to generate explanations during learning activates relevant prior knowledge and facilitates integration and organization of new information (Chi et al. 1994; Pressley et al. 1992; Renkl et al. 1998). This strategy further encourages elaboration of the new information, such as processing similarities and differences among elements of the to-be-learned content (Dunlosky et al. 2013). Such processing has been
shown to be beneficial for memory (Hunt and Lamb 2001). Furthermore, asking students to provide explanations is supposed to prompt them to generate inferences that go beyond the given information and to revise their mental models (Chi 2000). Generating explanations, thus, requires reasoning abilities in that additional information has to be inferred or deducted on the basis of prior knowledge.

The strategy of student-generated explanations can be implemented in various formats. Most research on this strategy has focused either on elaborative interrogation or on self-explanation. Although both involve answering questions during learning, elaborative interrogation refers to explaining something to other people and focuses on “Why?” questions that are directly related to understanding the phenomenon at hand (see Pressley et al. 1992). Self-explanation refers to explaining something to oneself and includes a much wider array of questions, ranging from simple “Why?” questions, as used in elaborative interrogation, to metacognitive questions about the learning process (Dunlosky et al. 2013). Typically, self-explanation is performed silently, such as during silent reading (e.g., Chi et al. 1989; McNamara 2004). Because the focus of this review is on GLSs, I discuss only those self-explanation studies that used questions intended to prompt reflection on the to-be-learned content. In this case, self-explanation requires cognitive mechanisms similar to those required by elaborative interrogation, which is why I consider the two together. However, it deserves mentioning that explaining something to other people may be more demanding than explaining something to oneself (Pressley et al. 1992).

For What Ages Has Its Effectiveness Been Demonstrated?

Beneficial effects of both elaborative interrogation and self-explanation have been reported for various student groups and under various learning conditions (for an overview, see Dunlosky et al. 2013). A recent meta-analysis on self-explanation (Bisra et al. 2018) that did not include unpublished studies revealed a mean effect size of 0.55 SDs when conditions in which participants were instructed to explain content to themselves were compared with conditions in which they were not instructed to do this. Focusing on the domain of mathematics instruction, a recent meta-analysis of the literature on self-explanation prompts revealed a mean effect size of 0.33 SDs for short-term improvement in conceptual knowledge (Rittle-Johnson et al. 2017). However, less is known about the persistence of these effects, and only few studies equated time on task (cf. Rittle-Johnson et al. 2017). When considering only studies in which time on task was equated, the meta-analysis by Bisra et al. (2018) found an effect size of 0.41 SDs.

Bisra et al. (2018) reported a slightly reduced effect size of this strategy for elementary-school students (0.48 SDs, based on 10 studies) and high-school students (0.43 SDs, based on 13 studies) compared with university students (0.61 SDs). Most of the studies included in this comparison did not control for time on task, however, which indicates that effect sizes are overestimated. In the meta-analysis by Rittle-Johnson and colleagues (2017) on mathematics instruction, none of the studies that were performed with elementary-school children revealed lasting beneficial effects on conceptual knowledge. In summary, while asking students to generate explanations has proven beneficial across a wide variety of learning situations, evidence is mixed as to how much elementary-school children benefit from it.

Are There Age-Related Differences in Its Effectiveness?

Because generating an explanation for novel phenomena requires at least some reasoning abilities, it could be expected to disadvantage younger students. In short, it is not before around
age 9 that children are consistently able to generate inferences based on deep structural similarity (Gentner and Toupin 1986), and this inability should hamper their ability to generate explanations based on underlying properties of to-be-learned material. However, laboratory experiments with children as young as 3 years of age (e.g., Legare and Lombozo 2014) have demonstrated a beneficial effect of this strategy on conceptual understanding. Furthermore, in classroom studies with elementary-school children, beneficial effects of explanation have repeatedly been observed (e.g., Pine and Messer 2000; for overviews, see Dunlosky et al. 2013; Pressley et al. 1992).

Turning to studies that included a wider age range, Rittle-Johnson (2006) compared effects of self-explanation and direct instruction in a sample of third-, fourth-, and fifth-graders and found comparable improvements in conceptual knowledge for the two instructional methods. In a sample of second-, third-, and fourth-graders, Mceldoon et al. (2013) compared a self-explanation condition with two conditions in which students had to solve additional problems instead of generating explanations. In one of these comparison conditions, time on task was equated by letting children solve additional practice problems, and in the other comparison condition, it was not. Whereas the self-explanation condition yielded larger gains in conceptual knowledge than the non-time-equated control condition, there was no difference in gains between the self-explanation condition and the time-equated control condition. It deserves mentioning that solving additional practice problems can be considered a generative activity as well and, thus, constitutes a rigorous control condition. One could, thus, interpret this finding as providing some evidence suggesting that generating explanations can be effective relative to non-generative activities already in elementary school children.

Turning to research on elaborative interrogation, a study in fourth- to eighth-graders (Wood et al. 1990) reported beneficial effects of elaborating on “Why?” questions related to a text relative to control conditions in which children just read the text or were provided with elaborative answers. While the study found a strong link between students’ benefit from elaborative interrogation and the quality of their generated answer, which is likely higher in older students, it did not analyze potential age-related differences. Studies that investigated younger children did not find benefits of elaborative interrogation (Miller and Pressley 1989; Wood et al. 1993), which led Pressley et al. (1992, p. 103) to conclude that the beneficial effects of elaborative interrogation likely increase from early childhood to adulthood, and that this might be due to age-related increases in the extent and accessibility of prior knowledge. In conclusion, the available literature suggests an age-related increase in the benefit from generating explanations. This explanation remains clearly speculative, however, because of the lack of research directly comparing results obtained with the same task in different age groups.

Generating Predictions

How Is It Supposed to Work?

In this technique, teachers ask learners to generate a prediction (often called hypothesizing in science classes) about a specific fact or outcome before providing them with the to-be-learned information. Generating a prediction requires accessing prior knowledge and connecting it to the new information being learned (Schmidt et al. 1989). Furthermore, generating a prediction may stimulate curiosity for the correct answer (Brod and Breitwieser 2019; Potts et al. 2019) and if the correct answer is different from the prediction, learners experience surprise (Brod
et al. 2018). Both curiosity and surprise are epistemic emotions that are supposed to lead to increased attention to the to-be-learned information, which strengthens learning (D’Mello et al. 2014). Whereas generating a prediction requires retrieving prior knowledge, learning from a prediction requires processing feedback on that prediction (Vaughn and Rawson 2012). Monitoring feedback on a prediction has been shown to require at least basic executive-function abilities (Brod et al. 2019).

For What Ages Has Its Effectiveness Been Demonstrated?

Asking students to generate predictions has been successful in classroom studies that have investigated ways to improve students’ learning in various fields of study, including learning from text (Fielding et al. 1990; Palinscar and Brown 1984), physics (Champagne et al. 1982; Inagaki and Hatano 1977; Liew and Treagust 1995), and biology (Schmidt et al. 1989). In addition, asking students to generate predictions is a component of teaching with audience response systems, which have been shown to enhance students’ engagement in university lectures and learning from them (e.g., Crouch et al. 2004). However, these classroom studies have often used generating predictions along with other tasks that were intended to foster learning, which makes it difficult to tell how much of the observed benefit was uniquely due to predicting. A recent laboratory study that examined the specific effects of generating predictions among university students revealed that this strategy led to greater learning of geography than did another generative activity (Brod et al. 2018). The lack of a control condition that did not engage in generative activities means that the present study does not allow an assessment of the effectiveness of generating predictions relative to more passive learning, however. This heterogeneity in studies might further explain why there is no meta-analysis available that would allow drawing conclusions regarding the general effectiveness of generating predictions.

In contrast to other GLSs, however, many of the studies on the effects of generating predictions have been performed with children and adolescents. Inagaki and Hatano (1977) taught fourth-graders about the conservation law in physics and observed beneficial effects of letting them generate predictions first. Similar beneficial effects were revealed in studies on text comprehension (Fielding et al. 1990; Palinscar and Brown 1984), which were conducted with third-graders and seventh-graders, respectively. Brod and colleagues (Brod et al. 2019) tested third- to fifth-graders on a belief-revision task and found that a prediction-generation condition improved belief revision compared with a no-generation control condition. Similarly, a facts-learning study with second-graders revealed memory benefits of generating a prediction before seeing the correct answer relative to control conditions without the prior prediction (Marsh et al. 2012). In summary, asking students to generate predictions has proven beneficial across a wide variety of ages and learning situations relative to passive control conditions. However, the lack of meta-analyses means that the robustness of the effect as well as the role of potential moderators such as prior knowledge or learning material is currently unclear.

Are There Age-Related Differences in Its Effectiveness?

Metcalfe and Kornell (2007) compared sixth-graders and college students on a definition-learning task in which children had to generate (mostly incorrect) definitions before seeing the correct one. Similarly for both age groups, this prediction condition yielded better learning than control conditions in which the correct definition was presented at the same time as the word or in which no correct definition was presented (i.e., no feedback on the correctness of the prediction). A recent study (Breitwieser and Brod 2020) compared fourth- and fifth-graders
and university students' learning of trivia facts under two conditions; participants had to generate either a prediction about the fact or an example related to the fact. Although these two GLSs were similarly effective for the university students, the children clearly gained more from generating predictions than from generating examples. The present study's findings suggest that, for children, the benefits of generating predictions extend beyond prior knowledge activation. However, the lack of a control group that did not engage in generative activities means that the present study does not allow an assessment of differences between the age groups in the benefit of generating predictions relative to a passive control condition.

While the results of these studies offer initial evidence against age-related differences in the effectiveness of generating predictions, they also suggest that processing of feedback on a prediction is crucial for the success of this method. There is a wealth of studies suggesting that feedback processing increases across childhood and that this increase is related to developing executive functions (Crone et al. 2004; Zelazo et al. 1996). Support for this conjecture comes from a study in which preschool to third-grade children either had to study complete word pairs or they had to guess the second word of the pair based on the first (Carneiro et al. 2018). It was shown that the benefit of guessing over studying increased with age, and that this was partly due to a decrease in interference from wrongly guessed words. With increasing age, children were better able to use corrective feedback and inhibit their initial guess. In summary, while generating predictions has been shown to be effective already in lower elementary grades, it is tempting to speculate that there still is an age-related increase in effectiveness because of increases in feedback processing. However, the currently available evidence is insufficient to draw such a conclusion.

Generating Questions

How Is It Supposed to Work?

Asking a good question requires accessing and elaborating relevant prior knowledge, and a key instructional goal of this technique is to help learners identify gaps in their knowledge (for overviews, see Graesser et al. 1992; King 1992). This technique can be implemented either in an interactive context, such as in reciprocal teaching (Palinscar and Brown 1984) or guided questioning of peers (King 1994), or in the form of questioning oneself (Wong 1985). For the purpose of this review, only the latter form of questioning will be considered. It has been suggested that asking learners to generate questions on the taught content also guides their attention to the main ideas and helps them and the instructor monitor their current state of understanding (Palinscar and Brown 1984). The quality of the questions asked are both a viable indicator of learners' knowledge as well as of their evaluation of their current state of understanding (Graesser and Olde 2003). Thus, in order to generate a good question, metacognitive abilities are needed. By teaching students to generate questions, it is argued, one is also teaching them a self-regulatory cognitive strategy that helps them to learn by themselves (Garcia and Pearson 1990; Scardamalia and Bereiter 1985).

For What Ages Has Its Effectiveness Been Demonstrated?

The overwhelming majority of studies on question generation have been carried out in the domain of text comprehension. A review of studies that examined the effects of generating questions in this domain (Wong 1985) indicated that generating questions had a beneficial
effect if students were properly instructed on how to do it beforehand and if they were given sufficient time to do so. A meta-analysis of intervention studies in which students were first taught to generate questions either during or after reading a text (Rosenshine et al. 1996) revealed a positive overall effect on comprehension tested at the end of the intervention (0.35 SDs for standardized tests and 0.82 SDs for non-standardized tests). In their meta-analysis, Rosenshine et al. (1996) qualitatively reviewed the effects at different grade levels of the students who participated in the studies. This review indicated that college students consistently showed positive effects of question-generation training (but see Hoogerheide et al. 2019), but only one out of four studies that tested third-graders showed such an effect. Results were mixed for fourth- through ninth-graders. In line with this meta-analysis, a large study including a question training manipulation in third-grade science and math units found no benefit of the question training for learning outcomes (Souvignier and Kronenberger 2007). These results suggest that third-graders are unable to profit from generating questions even if they have been intensively trained to do so.

For older children, the mixed evidence indicates that generating questions might work provided sufficient instructional scaffolding is provided by the teachers. An exemplary study with fourth- and fifth-graders (King 1994) found that providing them with generic questions or question stems led to beneficial effects of questioning, but unguided questioning did not. It seems uncertain, though, whether the guided conditions truly involved question generation given that the learners were provided with generic questions that they only had to apply. In an exemplary study with ninth-graders, training them to pose questions for themselves during a classroom lecture proved effective in promoting their comprehension of and memory for the lecture (King 1991).

In summary, there is sufficient evidence to conclude that generating questions can be an effective learning strategy in university students, while it is likely not effective in younger elementary school students. For the intermediate ages, evidence is mixed, suggesting that generating questions might work if sufficient instructional scaffolding is provided by the teachers.

Are There Age-Related Differences in Its Effectiveness?

The evidence discussed in the last section already strongly suggests the existence of age-related differences in the effectiveness of generating questions. One study has examined age-related differences in the effectiveness of student-generated questions directly (Denner and Rickards 1987). It compared text comprehension in fifth-, eighth-, and eleventh-graders and found that self-generated questions were less effective than provided questions and not more effective than rereading in promoting comprehension across all age groups. However, there was an increase in effectiveness of self-generated questions relative to rereading as well as in the number of conceptual questions with age, which the authors attribute to older students’ better metacognitive abilities. This interpretation seems plausible given that only among the eleventh-graders did the majority of students direct their questions toward the main ideas in the text. Younger students mainly asked simple factual questions that were often targeting less relevant details in the text. In summary, findings of the present study suggest that the unguided generation of questions by students will result in strong age-related differences. For this method to be effective, especially without intensive training or provision of question stems, high levels of metacognitive abilities and prior knowledge seem necessary, which presents a challenge for children.
Generating Answers (Practice Testing)

How Is It Supposed to Work?

Answering test questions about previously learned material is known by many names—most prominently, self-testing, practice testing, and retrieval practice. The focus on practice makes clear that this method qualifies as a GLS because it is not intended as a one-shot summative assessment of learners’ knowledge but rather involves repeated activity to enhance their retention of the material (Fiorella and Mayer 2016). According to the rationale for this strategy, attempting to retrieve target information involves memory search processes that activate related prior knowledge (Carpenter 2009). The co-activated knowledge gets bound to the target information, resulting in an elaborated memory trace that facilitates later retrieval of the target because more cues can be used to guide memory search. Attempting to retrieve target information can be effective even when the attempt fails because it helps to structure existing knowledge, thereby facilitating retrieval in the future. Retrieval failures may allow learners to identify ineffective cue–target connections and to shift to more effective ones (Pyc and Rawson 2012). As is generating predictions, self-testing is most effective when corrective feedback is provided (Kang et al. 2007), which means that it requires capability for at least basic feedback monitoring.

For What Ages Has Its Effectiveness Been Demonstrated?

In the past two decades, a plethora of studies have found a strong beneficial effect of practice testing on learning (also called the testing effect, for reviews, see Rawson and Dunlosky 2012; Roediger and Butler 2011). A meta-analysis (Rowland 2014) that took into account unpublished studies revealed a moderately strong effect size (0.50 SDs) for studies that compared testing with a restudy control condition. Another meta-analysis that also included no-activity control conditions revealed slightly larger effect sizes (i.e., between 0.60 SDs and 0.70 SDs; Adesope and Trevisan 2017). The meta-analyses further suggested that testing is similarly beneficial when performed in the classroom or in the laboratory, as well as for learning verbal and nonverbal material.

Although most of the studies on the effects of practice testing have been conducted with university students, several studies have involved children as well (for a review, see Fazio and Marsh 2019). The meta-analysis by Adesope and Trevisan (2017) found negligible differences in effect size between studies conducted in elementary, secondary, and postsecondary students, indicating that testing can be successful across a wide age range. Moreover, the beneficial effects of practice testing seem to be independent of learners’ prior knowledge (Adesope and Trevisan 2017; Carroll et al. 2007). In summary, the existing evidence indicates that practice testing is an effective strategy in students of all ages.

Are There Age-Related Differences in Its Effectiveness?

Turning to studies that compared different age groups, Lipowski et al. (2014) tested first- and third-graders and found robust beneficial effects of testing compared with restudying. While the benefit of testing compared with restudying was stronger in third-graders than in first-graders, the interaction did not reach significance. A significant interaction between age and condition (testing, restudying) was found in a study that compared lower elementary, upper
elementary, and college students on the “forward testing effect” (Aslan and Bäuml 2016). In this variant of the common testing effect, testing is found to enhance learning of subsequent information. While this was the case in college students and, to a lesser extent, in upper elementary students, lower elementary students did not profit from testing. The authors attribute this age-related increase to younger children’s difficulties in combating interference from the previously studied information, which is related to the development of executive functions. In summary, while most studies indicate that testing is an effective strategy early on, recent results point to an additional age-related increase in effectiveness. Future research involving different age groups is certainly necessary to bolster this claim, however.

Generating Drawings

How Is It Supposed to Work?

Asking learners to draw an illustration that looks like or corresponds to a studied concept has been investigated mainly in the context of learning from instructional texts (but see Ploetzner and Fillisch 2017). To draw an illustration, learners have to translate the verbal information into a picture that represents spatial relationships among the elements mentioned in the text (Alesandrini 1984; Schwamborn et al. 2010). Drawings are different from concept maps in that the latter do not physically resemble the concepts they depict (Van Meter and Garner 2005). Grounded in Mayer’s generative theory of textbook design (Mayer et al. 1995), Van Meter and Garner (2005) proposed that this method requires learners to engage in three cognitive processes: selecting the relevant information from the text, organizing the selected information to build up an internal verbal representation, and constructing an internal nonverbal representation that corresponds to the verbal one. Activating relevant prior knowledge, such as suitable nonverbal representations, and connecting it with the new information is crucial during all three steps. In addition, the task involves analogical reasoning in that a good drawing has to be structurally similar to the text, which means that learners have to constantly compare the correspondence between the text and their drawing. A specific feature of drawings is the integration of the verbal and nonverbal representational domains. The translation from the verbal to the nonverbal representation involves metacognitive processes such as monitoring and regulation, as learners have to go back and forth between the two representations (Schwamborn et al. 2010; Van Meter and Garner 2005).

For What Ages Has Its Effectiveness Been Demonstrated?

Research has by and large revealed positive effects of learner-generated drawing, but findings have been inconsistent (for reviews, see Alesandrini 1984; Leutner and Schmeck 2014; Van Meter and Garner 2005). A recent review/meta-analysis (Fiorella and Zhang 2018) that included only published studies revealed that drawing was clearly more effective than just reading a text for both text comprehension (0.46 SDs) and transfer performance (0.75 SDs). However, when compared to provided illustrations, drawing was only advantageous when instructional support was very high. This conclusion is supported by a study in which a drawing-only condition was compared with a reading-only condition as well as to two drawing-plus-support conditions (Van Meter 2001). Participants in the condition with the most support, who were prompted to compare their drawing with a provided illustration, generated more accurate drawings, acquired more conceptual knowledge, and engaged in more
beneficial self-monitoring than did participants in the other conditions. In line with this finding, drawing accuracy and self-monitoring processes have repeatedly been found to mediate the beneficial effects of learner-generated drawing (Van Meter and Garner 2005).

The effects of learner-generated drawings have been examined across a wide age range. The aforementioned reviews, however, did not discuss potential age-related differences in the effectiveness of this method. The summary tables of empirical studies on learner-generated drawings provided by Van Meter and Garner (2005) and Fiorella and Zhang (2018) reveal no clear pattern regarding age-related differences either. They rather indicate mixed findings regardless of learners’ age, which again points to the importance of examining how drawing was implemented in the different studies. For example, a study with first-graders revealed a benefit relative to provided drawings (Lesgold et al. 1975), but in the present study children only had to assemble cutouts, which changes the nature of the learning activity. A study with fourth- and fifth-grade children that provided only little instructional support (Rasco et al. 1975, Experiment 3) found that children profited less from drawing than from being provided with illustrations.

Studies with slightly older children revealed more promising results, however. For example, eighth-grade biology students who were provided with background parts for their drawings showed better text comprehension than students who only read the text or who read the text and received the complete drawings (Schmeck et al. 2014). In summary, while there is sufficient evidence to conclude that generating drawings can be an effective learning strategy in university students, it is likely not effective in elementary school students unless instructional support is extremely high, thus requiring only limited self-generation.

Are There Age-Related Differences in Its Effectiveness?

While the evidence discussed in the last section already strongly suggests the existence of age-related differences, two studies directly compared the effectiveness of generating drawings between different age groups. One (Van Meter et al. 2006) compared fourth- and sixth-graders in a design similar to that of Van Meter (2001), including a read-only condition as well as three drawing conditions that varied in instructional support. Gains in conceptual knowledge were assessed on a problem-solving task. Only the sixth-graders benefited from drawing, and this benefit was enhanced in the high-support condition, in which students were prompted to compare their drawing with a provided illustration. Contrary to the prediction that the fourth-graders would benefit more from additional support than the sixth-graders would, they did not benefit from drawing even in the high-support condition. This outcome could not be explained by differences in prior knowledge or general comprehension ability, which were comparable between the two age groups. The authors speculated that the provided support was not high enough for fourth-graders even in the high-support condition or that fourth-graders would need additional practice in the technique. The second study comparing the effectiveness of learner-generated drawing between age groups (Van Essen and Hamaker 1990) compared first-, second-, and fifth-graders in an intervention design in which children were instructed to generate drawings to help them solve arithmetic word problems. It was found that, despite extensive practice and instructional support, first- and second-graders’ problem solving did not profit from drawing at all, whereas fifth-graders’ did. The lack of an active control group makes it difficult, however, to assess how much of this effect in fifth-graders is due to drawing itself and how much of it is due to other effects of the intervention.
To conclude, the available evidence suggests strong age-related differences in the ability to profit from drawing. While elementary-school children struggle to profit from drawing at all, secondary school children can profit only if instructional support is high. Because generating drawings that correspond to a studied concept requires good analogical reasoning and monitoring abilities, this technique’s effectiveness can be expected to exhibit a slowly ascending age trajectory that reaches its peak only in early adulthood.

Overall Summary

The first and foremost goal of this review was to evaluate the evidence for the effectiveness of six popular GLSs in improving declarative learning in different age groups. All six techniques reviewed generally work well for university students, which should make them promising for younger students as well. The success of these techniques with university students is unsurprising, however, given that most of the techniques were initially developed and tested at universities. Do they work equally well for younger students? Table 1 is a first attempt toward a general summary of each strategy’s level of effectiveness for different age groups. In keeping with the fact that many of the studies assessing them were performed in the classroom, the table is organized by grade level instead of age. Grade levels are combined on the basis of the grade distribution of the available studies, many of which involved upper-elementary-school children (grades 4–5), which is why they can be considered separately.

It bears mention that this assessment for the different age groups is tentative because it often rests on very few studies. Moreover, the conclusions are based predominantly on published studies. Because studies finding no benefit of a particular strategy are less likely to be published (the well-known file-drawer problem; Rosenthal 1979), the table likely overestimates effectiveness. In addition, for several GLSs, very few studies involving children below fourth grade were found. A pragmatic reason for this might be that it is difficult to use written assessments with children in this age range. A conceptual reason might be that GLSs require a great deal of self-regulatory and especially inhibitory abilities, which are relatively slow to mature.

An overall pattern that can be observed is that there is stronger evidence for the effectiveness of GLSs in older students, and that the evidence for their effectiveness in elementary-school children is quite variable. For example, whereas practice testing and predicting seem to be effective already in lower-elementary-school children, generating drawings seems to be largely ineffective until secondary school. These findings also speak to the second goal of this review, which was to examine whether there are age-related differences in the effectiveness of GLSs and whether these differ between strategies. However, the limited amount of age-comparative studies precludes any strong conclusions regarding age-related differences and mechanisms thereof. Therefore, in the final sections of this review, I will discuss theoretical reasons that speak for an age-related increase in effectiveness and differences therein between strategies along with caveats against premature conclusions. This discussion will also open up ways to alleviate some of the difficulties that particularly children face in using GLSs successfully.

Discussion

Why are all six strategies effective for university students, but only some of them for elementary-school children? The second section summarized developmental research indicating that the effectiveness of learning strategies increases substantially across the first two
decades of life. Reasons for this increase have been found in the ongoing development of children’s world knowledge as well as of their cognitive and metacognitive capacities. Together, these psychological constructs have been described as key prerequisites for good information processing and have been claimed to underlie age-related increases in effective knowledge acquisition (Pressley et al. 1989). Results of this line of research can explain the overall increase in effectiveness of GLSs with increasing age of the learner. The observed greater effectiveness of GLSs during late-elementary/early-secondary school dovetails with the observation that it is during these grades (i.e., around age 10) that one can observe the emergence of abstract self-reflection in children, which enables an efficient use of knowledge-based learning strategies (e.g., Hasselhorn 1995). Findings are also in line with a recent study that showed that the advantage from giving learners active control over their learning increases across middle childhood (Ruggeri et al. 2019). What this line of research cannot explain straightforwardly, however, are the differences in developmental trajectories between strategies.

To explain differences in trajectories between strategies, it is necessary to consider the strategies’ different mechanisms and, consequently, prerequisites. These characteristics have been reviewed in the first section on each GLS (“How is it supposed to work?”). Although all GLSs are supposed to derive some of their effectiveness from activation of prior knowledge, they all have additional and specific assumed mechanisms and prerequisites that—in combination—are different from those of the other strategies. Whereas some strategies seem to require basic reasoning capacities, others rely on good metacognitive monitoring. This observation suggests that differences between the strategies’ developmental trajectories may be related to differences between the developmental trajectories of the strategies’ prerequisites.

Drawing such a conclusion on the basis of a qualitative inspection of differences in assumed but rarely tested mechanisms seems bold, however. What is needed to bolster this conclusion are empirical studies that establish a link between age-related differences in the effectiveness of particular strategies and developmental trajectories of their prerequisites. Ideally, these studies would be longitudinal in order to allow an analysis of couplings between trajectories (i.e., an increase in one of a strategy’s prerequisites should precede an increase in the strategy’s effectiveness). To the best of my knowledge, no such study exists.

A less ambitious approach would be to cross-sectionally compare two different GLSs or two different implementations of one GLS between age groups and to examine whether age-related differences in effectiveness are related to differences in prerequisites. A recent study that took just this approach compared the effectiveness of two GLSs in late-elementary-school children and university students (Breitwieser and Brod 2020). Participants were given a learning task in which they generated either predictions or examples before being presented with the correct information (i.e., numerical facts). They were also given tasks to measure their reasoning ability, which has been suggested to be a prerequisite for generating helpful examples. Overall, results revealed that whereas the university students were similarly successful in learning facts in the two GLS conditions, the elementary-school children were more successful when they were asked to generate a prediction than when they were asked to generate an example. The magnitude of this difference in the children was correlated with their reasoning abilities such that the more adult-like their responses (i.e., the more similar their learning performance in the two conditions), the higher their reasoning scores. In summary, these results suggest that different GLSs can be differentially effective for elementary-school children and that this difference is related to the developmental status of the strategies’ prerequisites.
To conclude, it seems likely that differences between GLSs in their effectiveness for elementary-school children are related to differences in the developmental trajectories of the strategies’ particular prerequisites. Children generally have lower cognitive and metacognitive capacities than adolescents and adults, and this matters more for some GLSs than for others. This point can be illustrated with the GLSs reviewed here, by comparing those strategies that seem to work best for children (i.e., generating predictions and answers) with those strategies that are least effective for children (i.e., generating questions and drawings). Whereas the former strategies require mainly effortful retrieval of prior knowledge, the latter strategies require the construction of diagnostic questions or drawings that can later serve as explicit mediators to facilitate retrieval. It seems that higher levels of prior knowledge and metacognitive monitoring of its relation to the to-be-learned information are necessary for constructing diagnostic questions and drawings than for providing guesses in the form of predictions or answers. Given the lack of studies that have compared mechanisms underlying GLSs, however, these speculations clearly are tentative.

Outlook and Call for Research

This review faced two major difficulties, which also limit the conclusions that can be drawn from it. First, as mentioned previously, only a small number of studies have compared the effectiveness of GLSs for different age groups. Such studies can provide the strongest evidence for age-related differences in the strategies’ effectiveness. Second, even fewer studies have investigated the cognitive and metacognitive processes involved in generative learning. Although researchers working on GLSs agree that activation of prior knowledge plays a key role in making generative learning effective, this idea has rarely been tested directly (e.g., by experimentally manipulating the amount of prior knowledge a learner possesses or is able to activate). Similarly, other prerequisites have been assumed on the basis of particular strategies’ characteristics but have not been rigorously tested. Such research would be beneficial not only for understanding age-related differences in the strategies’ effectiveness, but also for selecting the best strategy for each individual learner and for improving the general effectiveness of GLSs. This section elaborates on these, in my view, most exciting future directions.

Going beyond Age and toward an Individualized Selection of Strategies

This review suggests that it is important for educators to consider age or grade level (which are typically closely correlated) when they want to select the best learning strategies for their students. However, age and grade are not explanatory variables. Eight-year-olds struggle with certain GLSs not because they are 8-year-olds but because they typically lack certain prerequisites that are not fully mature yet. Furthermore, even in elementary-school children, age is clearly only a crude proxy for the amount of world knowledge as well as cognitive and metacognitive capacities that a learner possesses, given that there are substantial individual differences between children of the same age. Age can provide only a rough heuristic for deciding which strategy to use for a particular learner based on typical age trajectories of the strategy’s prerequisites. On a more general note, this means that the answer to the question of what is the most effective learning strategy will differ for different learners. A distant goal of this line of research should, thus, be to move toward selecting the best GLS for each learner individually on the basis of that person’s levels of learning prerequisites.
Making Generative Learning Work Better for Children

The current review indicates that some GLSs clearly work better than others for elementary-school children. However, it also indicates that the way in which a particular strategy is implemented exerts a strong influence on its effectiveness. For example, two studies (Gurlitt and Renkl 2008; Karpicke et al. 2014) have shown that providing elementary-school and high-school learners with parts of a concept map instead of asking them to generate the full map strongly benefits their learning. Another study (Van Meter et al. 2006) found that sixth-graders’ gains in conceptual knowledge were greater when they were prompted to constantly monitor how the drawing they were creating compared with a provided illustration than when they were not given an illustration or when they received an illustration but were not prompted to compare it with their own drawing. In summary, these studies suggest that younger learners—or, indeed, learners with less strong learning prerequisites—need more support during a generative-learning task. In these particular studies, they needed to be provided with some of the material that older learners had to generate themselves, and in the study by Van Meter et al. (2006), they also needed metacognitive prompts that likely compensated for their lower monitoring skills.

Providing learners with parts of the material for a generative-learning task frees up cognitive capacities that can be invested in executing the task and retrieving relevant prior knowledge. Research on the development of learning strategies indicates that this can offset some of the impediments that children typically face in using these strategies (Bjorklund 1987). Providing learners with metacognitive prompts likely serves a similar function, such that the prompt helps them to focus on performing the intended learning activities instead of some other, secondary activities.

In summary, some of the difficulties children face in using GLSs can likely be alleviated by providing extra support and guidance, such as in the form of relevant material or metacognitive prompts. This will work only up to a certain limit, however. If children do not need to engage in effortful retrieval because they are provided with all of the material, the strategy is not generative anymore and unlikely to help their learning.

Conclusion

GLSs are appealing because of their theoretical grounding and evidence of their effectiveness for university students. This review has shown that the techniques differ strongly in their effectiveness for elementary-school children. Some GLSs seem to work already for first-graders, whereas others do not seem to work well before late high school. Research on the development of learning and learning strategies sheds light on how GLSs work and for whom. It has identified prerequisites for optimal use of learning strategies and charted their developmental trajectories. Additional research is clearly necessary, however, to understand how GLSs differ in their mechanisms and, thereby, in their prerequisites. Taking the development of prerequisites into account will help educators to select the best learning strategy for an individual student and to decide which kind of support will be most helpful.
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