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Abstract

Personalized education—the systematic adaptation of instruction to individual learners—
has been a long-striven goal. We review research on personalized education that has been
conducted in the laboratory, in the classroom, and in digital learning environments.
Across all learning environments, we find that personalization is most successful when
relevant learner characteristics are measured repeatedly during the learning process and
when these data are used to adapt instruction in a systematic way. Building on these
observations, we propose a novel, dynamic framework of personalization that conceptu-
alizes learners as dynamic entities that change during and in interaction with the instruc-
tional process. As these dynamics manifest on different timescales, so do the
opportunities for instructional adaptations—ranging from setting appropriate learning
goals at the macroscale to reacting to affective-motivational fluctuations at the microscale.
We argue that instructional design needs to take these dynamics into account in order to
adapt to a specific learner at a specific point in time. Finally, we provide some examples
of successful, dynamic adaptations and discuss future directions that arise from a dynamic
conceptualization of personalization.

Keywords Aptitude-treatment interaction - Personalization - Individualization - Formative
assessment - Intelligent tutoring systems

The personalization of education has been a desired goal in educational science and practice
for more than 200 years. Educators and policymakers alike are putting their hopes in
personalization as a panacea for achievement gaps, lack of student motivation, and more
effective instruction in general. Broadly construed, personalized education refers to the
adaptation of instruction to a specific learner and is juxtaposed with “traditional” instruction
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that is targeted at entire groups of learners. By changing the mode, content, or rate of
instruction in accordance with some characteristic of the learner, it is suggested that individual
shortcomings of learners can be addressed and their resources leveraged (Dockterman 2018).

A key argument for the efficacy of personalization can be drawn from empirical demon-
strations that learning gains in one-on-one tutoring are up to two standard deviations higher
than in conventional classroom instruction (Bloom 1984). This phenomenon and the subse-
quent desire to scale up the relevant instructional components to larger groups of learners
became known as the 2-sigma-problem in educational psychology (e.g., Barrows et al. 1986;
Corbett 2001). Although later studies reported less extreme effect size differences (e.g.,
Vanlehn 2011), scaling up the benefits of one-on-one tutoring to larger groups of learners
has remained one of the driving forces behind research on personalization.

Bloom (1984) explained the considerable effect of one-on-one tutoring in his studies by
arguing that a personal tutor is better able to assess the individual characteristics of the specific
learner and to select appropriate instructional methods and materials—such as identifying the
zone of proximal development (Rieber and Carton 1988) and choosing tasks that are located
within it. Other benefits of tutoring include fluent adaptations of the instructional method
during the tutoring process and dynamic reactions to fluctuations in affective or motivational
states of the learner (Lehman et al. 2008).

More recently, Bloom’s explanations have been supported by the emergence of intelligent
tutoring systems (ITS), which have been shown to greatly increase learning gains when
compared with regular instruction (Ma et al. 2014; Steenbergen-Hu and Cooper 2014). ITS
have two defining features: (1) student modeling, i.e., the assessment of several specific learner
characteristics through direct measures (e.g., correct or incorrect responses to tasks) or indirect
measures (e.g., logfiles of clicking behavior) and (2) the subsequent adaptation of instruction.
The success of these tutors can therefore be conceptualized as a success of personalized
education. The benefits of personalization can not only be seen in digital environments,
however. Even in a conventional classroom context, there is mounting evidence for increased
learning gains through personalized instruction across a wide range of settings and subjects
(Connor et al. 2007; Connor et al. 2009; Jung et al. 2018; Slavin and Karweit 1985; Stecker
et al. 2005; Waxman et al. 1985).

This paper is not intended as a comprehensive review of the expansive literature on
personalized education. Instead, we aim to scope out a new direction that adopts a dynamic,
person-centered perspective on the subject while still maintaining a systematic and data-based
approach. By taking intraindividual dynamics into account, it is possible to adapt instruction
not only to a specific learner but also to that learner at a specific point in time. To achieve this,
we first look at three different environments in which personalized education has been studied:
laboratory research, digital learning environments, and traditional classroom environments.
We then highlight commonalities that underlie effective personalization across all three
environments—dynamic assessment and subsequent data-driven adaptations of instruction
and/or assistance. We conclude that, for personalized education to be effective, dynamic
student modeling is needed. A student model is considered dynamic if it accounts for potential
changes in relevant learner characteristics that may occur during the instructional process.
Teaching agents need knowledge on which learner characteristics are relevant for the learning
process at different timescales and on the different ways in which these can vary—between
individuals, within individuals over time, and in response to interventions.

In the last part of this manuscript, we present a dynamic framework of personalized
education that offers a systematic classification of different learner dynamics over different

@ Springer



Educational Psychology Review (2021) 33:863-882 865

timescales, as well as a broad characterization of the corresponding instructional adaptations.
Since our focus lies on the dynamic modeling of learner characteristics, we only briefly touch
upon these adaptations by providing some promising examples and some references for further
reading.

What Is Personalized Education?

We define personalized education as the data-based adjustment of any aspect of instructional
practice to relevant characteristics of a specific learner. Relevant learner characteristics are
defined as all variables that explain (or are assumed to explain) variance in learning outcomes.
By instruction, we mean any interaction between learning and teaching agent that has (or is
assumed to have) direct or indirect relevance for the learning process.

In the personalized education literature, there are several related terms that are used
sometimes interchangeably, sometimes carrying slightly different connotations. For the pur-
pose of this article, we are using “adaptive” as an umbrella term for all educational approaches
that adjust some aspect of instruction based on a measured or predicted characteristic of a
learner or group of learners. We are using “personalization” synonymous with “individuali-
zation,” meaning that the adjustment of instructional practice is targeted at a specific learner
and thus implying some form of assessment or modeling. This is in contrast to “differentia-
tion,” which we use for any practices that adjust instruction to different groups of learners.

Figure 1 details the loop that we deem necessary for effective personalization.

This loop consists of the following sequence of steps:

Step 1—TInitial assessment of learner characteristics: identifying those learner character-
istics that are relevant for the specific learning process and assessing them in order to
establish a student model.

Step 2—Instructional design: designing an instructional unit that forms or facilitates the
next step towards the overarching learning goal.

Learner

Characteristics Student Model

Instructional Design Learning Progress

Fig. 1 General personalization loop. Ellipses correspond to the learning agent; boxes correspond to the teaching
agent
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Step 3—Progress assessment: using the information from task performance and
embedded assessment to update the student model based on the progress in the
to-be-learned material.

These data- or system-driven personalization endeavors represent one end of a continuum. The
other end of this continuum puts the focus on learner participation in goal setting and task
selection, allowing learners to personalize their own learning path. The predominantly learner-
driven approach is quite prevalent in educational science and teacher education (e.g., Crosby
and Fremont 1960) and in e-learning programs (McLoughlin and Lee 2009). The assumption
behind these learner-driven approaches is that learners will generally know best what is best
for them. Psychological research on metacognition, however, shows that this is not necessarily
the case and learners do not always select the most appropriate tasks (Nugteren et al. 2018; Son
and Metcalfe 2000). We posit that simply shifting control to the learner is not sufficient for
personalized instruction. Rather, the amount of learner control should be carefully selected in
accordance with the learning prerequisites and with the learning goals. For an exemplary
model of such a dynamic allocation of control, see Corbalan et al. (2006).

Existing Research on Personalized Education

In the following three sections, we will briefly review existing research in the field of
personalized education. We will begin with research on aptitude-treatment interactions, which
form the basis for effective personalization. We will then examine different approaches to
personalize learning in a classroom setting, before moving on to personalized education in
digital learning environments.

Aptitude-Treatment Interactions

The main paradigm under which psychology has studied personalization is called aptitude-
treatment interactions (ATI). The concept was established by Lee Cronbach, who saw in it the
synthesis of correlational (aptitudes) and experimental (treatment) psychology (Cronbach
1957). Using methods of correlational psychology, interindividual differences in relevant
characteristics (aptitudes) are assessed and used to group people with similar values together.
Then, relying on experimental psychology, people from these groups get randomly assigned to
different treatments. If a disordinal interaction is found (group A learns best under treatment A,
group B under treatment B), there is evidence for the efficacy of providing learners with
different treatments, based on that particular aptitude. The existence of these interactions is a
necessary prerequisite for any form of personalization to show direct effects on learning.
Without the existence of ATIs, some learners may learn better than others and some instruc-
tional parameters may foster learning better than others but there would be no advantage of
adapting instruction to specific learners.

Over the following 40 years, a lot of research was carried out using this paradigm—with
remarkably sparse robust results (see Tobias 1989). While a few disordinal interactions
between aptitude measures and different treatments have been found (see Cronbach 1975),
the vast majority of ATI studies found no or only ordinal interactions (both groups learn better
under treatment A, but the difference between treatments is bigger for one group). Cronbach
and Snow’s (1977) exhaustive review of the early literature on ATI studies concluded that “no
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aptitude by treatment interactions is so well confirmed that they can be used directly as guides
to instruction” (page 492). Several more recent reviews also reached the same conclusion,
speculating on different reasons for this apparent failure, including a focus on laboratory
experiments (Shapiro 1975), factorially complex aptitude measures (Bracht 1968), a focus on
the surface structure of treatment (Tobias 1989), and low specificity of to-be-learned content
(Driscoll 1987). Besides these mainly conceptual shortcomings, there exists also a series of
methodological concerns that may lead to a reduced prevalence of demonstrable ATIs, chief
among them a disregard for multilevel structure of data, a lack of statistical power (Preacher
and Sterba 2019), and a focus on linear modeling, which may lead to biased or false-negative
results when the true relationships between aptitudes and treatments are nonlinear (Bauer and
Cai 2009; Dumas et al. 2020).

Of note, none of the reviews on ATIs has reached the conclusion that they simply do not, or
only in very rare circumstances, exist. The concept has such a high face validity that it seemed
more reasonable to assume that researchers just had not yet looked in the right places (Tobias
1989), or in the correct way (Shapiro 1975). The demonstrated efficacy of data-based
individualization also strongly implies some kind of ATIs existing; no other mechanism has
been proposed so far to be responsible for these effects.

A special case of ATI is the expertise reversal effect (Kalyuga 2007). The expertise reversal
effect is present if a certain instructional parameter leads to increased learning gain in novices,
but decreased learning gains in experts. This effect is particularly interesting in the context of
this paper as it highlights the need for a dynamic conceptualization of aptitudes. Instructional
parameters that prove effective at the beginning of a learning process (low expertise) can
actively impede learning as expertise grows. Even an intervention as simple as reading a short
text can drastically alter the effectiveness of subsequent instruction (Rey and Fischer 2013).

Interim Conclusion: Aptitude-Treatment Interactions

If ATIs exist, why are they so hard to find even when researchers are actively looking for
them? We believe that the aptitude concept used in most ATI studies, which stems from
differential/correlational psychology, does not suffice to answer questions about differential
effectiveness of treatments. Instead, a dynamic perspective is needed for the following reason.
By design, ATI research focuses on average differences between groups of students and from
there tries to draw conclusions about the learning processes of individual students. Since
learning processes are always intraindividual processes, trying to approach them by analyzing
interindividual differences is suboptimal. Many different combinations of long-term (e.g.,
maturational and environmental) and short-term (e.g., affective-motivational) processes can
lead to the same value on a scale of interindividual differences (Borsboom et al. 2009) but can
indicate completely different instructional practices (Bracht 1970). Researchers usually
operationalize aptitudes via single measurement points. Learners and their specific aptitudes
vary considerably in their general stability, their developmental trajectories, and their respon-
siveness to instruction. An initial measure of, for example, metacognitive skills can capture
learners at the upper or lower end of their intraindividual distributions, at the beginning or the
end of a developmental process, and directly before or after an intervention that completely
changes the value. Research in developmental psychology, however, suggests that learners and
their aptitudes are dynamic entities that (a) change over time, (b) are sensitive to different
interventions, and (c) fluctuate (for a similar distinction, see Nesselroade 1991).
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Personalized Learning in Digital Learning Environments

One of the most common forms of personalization in digital learning environments is the
adaptation of instructional materials to fit the “learning style” of the learner (Kumar and Ahuja
2020; Truong 2016; Yang et al. 2013). Despite its widespread prevalence (not just in e-
learning) and some empirical studies reporting increased learning gains through consideration
of the individual learning styles, the validity of the concept and the robustness of the evidence
have been heavily disputed (Kirschner 2017; Pashler et al. 2008). Other personalization
strategies include adapting to the users “intelligence profile,” “media preferences,” prior
knowledge, or motivation level. These adaptations are usually based on a single initial
assessment of the characteristic in question which is then used to sort the learner in one of
several discrete groups (Essalmi et al. 2015).

Despite those personalization strategies, a meta-analysis on the effectiveness of e-learning
programs for nurses found no benefit compared with regular instruction (Lahti et al. 2014).
Similarly, Sitzmann et al. (2006) found no advantage of e-learning over classroom instruction
in their meta-analysis, as long as the same instructional methods were used in both conditions.

In contrast, the research tradition of intelligent tutoring systems (ITS), a subfield of e-
learning, has taken a much more dynamic approach to personalization. ITS are, by definition,
computer programs that model learners’ psychological states to provide personalized instruc-
tion (Ma et al. 2014). These so-called student models allow personalization over and above
adjusting the difficulty of the next task based on the performance in the current one or assigning
the user-specific content based on static pretest measures. Several meta-analyses have shown
the effectiveness of these systems across different domains and contexts (Corbett 2001; Ma
et al. 2014; Steenbergen-Hu and Cooper 2014), leading to the conclusion that dynamic student
modeling and subsequent adaptations are an effective mechanism for promoting learning gains.

While this line of research does not allow statements about isolated interaction effects of specific
treatment variables with specific aptitudes, it does provide some empirical evidence regarding the
efficacy of adapting to specific characteristics. Characteristics that have been successfully adapted to,
over and above prior knowledge, include metacognitive skills (Azevedo et al. 2009), current affect
(D’Mello et al. 2012; Lehman et al. 2013), and motivation (Walkington 2013; for a comprehensive
overview of different adaptations in ITS see Aleven et al. 2017).

Interim Conclusion: Personalization in Digital Learning Environments

The discrepancy between the null effects found for many forms of e-learning and the
convincing evidence for the efficacy of ITS further strengthens the point that the success of
ITS cannot just be traced back to them being computer-based (and thus flexible and
delocalized). Instead, it seems plausible to conclude that they are caused by the dynamic
assessment and subsequent instructional adaptations that set ITS apart from other forms of e-
learning. While most e-learning systems claim some form of “individualization” or “person-
alization” of content based on some form of pretest, the lack of significant effects on learning
gains of these adaptations suggests that dynamic assessment likely is a necessary precursor for
effective personalization.

To conclude, while digital learning environments offer the potential for new ways to
personalize instruction, the empirical evidence indicates that just because something is per-
sonalized, it does not mean that it automatically fosters learning. Adapting to learner charac-
teristics that are not strongly connected to learning processes (such as learning styles) or using
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static modeling as a basis for adaptations can be seen as potential culprits for ineffective
personalization attempts. In contrast, using dynamic modeling to assess and adapt to relevant
learner characteristics can lead to learning gains only rivaled by one-on-one human tutoring
(Corbett 2001; Vanlehn 2011).

Personalized Learning in the Classroom

The most basic approach to data-based personalization in classroom contexts is ability
grouping—the grouping of students with similar ability (usually measured once at the start
of the program) either in different classes or within a class in order to present different
materials or progress content at a different pace for the separate groups (Slavin 1987). While
still a far cry from true personalization, the appeal of these methods lies in their practicability.
Administering a single test to measure ability in broad categories is already part of most school
systems and providing specific instruction to 2—3 different groups of students is much less
daunting a task than doing so for 20-30 individual students. In their field study on individ-
ualized mathematics instruction, Slavin and Karweit (1985) found a clear benefit of ability
grouping vs. conventional whole-class teaching and a clear benefit of a completely personal-
ized model (team-assisted individualization) vs. ability grouping on student achievement.

Formative assessment, also known as learning progress assessment or curriculum-based
measurement, is the most widespread approach to systematically personalize education in
classrooms. Black and William (2009, p. 5) have put forward the following definition of
formative assessment: “Practice in a classroom is formative to the extent that evidence about
student achievement is elicited, interpreted, and used by teachers, learners, or their peers, to
make decisions about the next steps in instruction that are likely to be better, or better founded,
than the decisions they would have taken in the absence of the evidence that was elicited.” This
stands in contrast to summative assessment, which is not meant to directly inform further
instruction but rather provide a summary of the knowledge or skill level of the learner at the
end of a predefined period (Harlen and James 1997).

The concept of formative assessment originated in the field of special education, and was thought
of as an advancement upon Bloom’s mastery learning (Deno 1990; Fuchs 2004; Wesson et al.
1984). In the classical mastery learning approach (Bloom 1968), students are repeatedly tested on
the content they are currently trying to learn—upon reaching a certain proficiency they advance to
the next content (and are tested on that). In the formative assessment approach, the students regularly
complete parallel tests on the content they should have mastered by the end of the year/semester.
This allows the teaching agent to continuously monitor progress on a single scale and to adapt the
instruction in case of stagnation. In the beginning of the twenty-first century, this concept began to
gain a lot more traction internationally and in general educational sciences and the evidence for its
effectiveness grew (Black and Wiliam 2009; Forster and Souvignier 2014; Klauer 2011; Stecker
et al. 2005; Waxman et al. 1985).

Even though different formative assessment procedures vary significantly in several pa-
rameters (type of feedback, learner- or teacher-driven, one- or multidimensional, etc.), they all
incorporate some dynamic assessment of learning progress on an individual basis and they all
seem to have at least some positive effects on learning, compared with a business-as-usual
control group. This has been shown in several meta-analyses reporting effect sizes of d=0.32
in regular classrooms (Kingston and Nash 2011), and higher ones for students with special
educational needs (Jung et al. 2018).
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Interim Conclusion: Personalization in the Classroom

The effectiveness of formative assessment procedures compared with regular classroom
instruction also highlights the advantages of dynamic modeling through repeated measure-
ments during the learning process. Usually, formative assessment is only used to track
(multidimensional) domain knowledge, but using similar techniques to also measure progress
in characteristics such as metacognitive skills or strategy knowledge to identify and address
shortcomings could be a worthwhile endeavor.

A challenge that formative assessment poses to scientists researching personalized educa-
tion is that the actual instructional adaptations are usually left up to the practitioners. Their
dynamic nature makes it quite hard to reliably assess or prescribe them. While the
abovementioned success of these practices shows that many teachers are able to draw
meaningful conclusions from the assessment data, the absence of information concerning the
instructional adaptations still poses a significant obstacle to furthering our understanding about
personalization in detail.

Synthesis

An overall conclusion that can be drawn from the research discussed thus far is that person-
alization seems to be more successful when it takes the dynamic nature of learning processes
into account. Dynamic means that the constituting factors of successful learning can change
during and in interaction with the instructional process.

Evidence for this conclusion can be drawn from the surprising lack of clear ATIs
using static aptitude measures and from the success stories of ITS and formative
assessment, both of which use dynamic assessment procedures to create and update
student models, allowing the teaching agents to continuously adapt their instruction to
a developing learner. We argue that the success of these practices is a direct
consequence of this dynamic approach to student modeling.

Generally speaking, a student model is any abstract representation of a learner that is being
held by a teaching agent (Holt et al. 1994). These student models can be formal, such as the
placement on a distribution of test scores, or informal, such as a teacher believing someone to
be a fast learner, as well as high-level, such as an aggregated grade over a whole school year in
a specific subject, or low-level, such as a specific mistake a student made twice in a row. Static
student models get established once, usually to compare the student either to a comparable
sample or to a specific criterium. Their underlying conceptualization is deterministic, i.e.,
knowledge about the learning prerequisites and the specific instructional parameters is deemed
sufficient to determine learning progress over a longer period of time. While we do not want to
dispute that this is theoretically possible when knowing all relevant prerequisites, it does not
seem to be a realistic proposition. Dynamic modeling deals with this lack of information by
leaving room for differing individual trajectories. Repeated measurements can be used to
correct mistaken assumptions and better determine future learning.

Not only do static characterizations potentially lead to an aptitude-treatment mis-
match, they can also deprive the learner of the opportunity to acquire the lacking
aptitudes. An example of this can be seen in a study in which learning gains
increased for low-engagement students when presented with material which did not
correspond to their preferred learning style (Kelly and Tangney 2006). Another
(hypothetical) example would be a teaching agent measuring the metacognitive skills
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of a learner and concluding from a low value that the learner needs a lot of explicit
feedback and guidance in task selection. This in turn drastically reduces the learning
opportunities for the student to actually improve in judging their own learning and
selecting appropriate tasks—a phenomenon known as part of the assistance dilemma
(see Koedinger et al. 2008).

A dynamic modeling approach is not a new invention in research on learning. Develop-
mental psychology has been using so-called microgenetic methods (consisting of highly
frequent measurements during times of interesting developmental processes) since the 1920s
to better understand the development of cognitive competencies in early childhood (Catan
1986). Recently, there has also been a rise of studies employing measurement-intensive
longitudinal designs and recognizing the potential of within-person analyses and dynamic
measurement models in educational research (Dumas et al. 2020; Murayama et al. 2017). Even
for presumably stable traits, such as intelligence, dynamic testing procedures have been shown
to produce educationally relevant information beyond that produced by static tests (Resing
et al. 2009; Vogelaar et al. 2020). The underlying assumption behind dynamic assessment is
that learners change during and in interaction with the instructional process. If the character-
istics of learners were stable entities that completely predicted learning outcomes under
specific treatment conditions (as assumed in the early days of ATI research), there would be
no need for dynamic modeling and thus no measurable advantage in employing it. Since the
evidence clearly points to increased learning gains as a result of dynamic modeling (and
subsequent adaptations), we will now turn to the different ways learners and their character-
istics can change, as well as the educational relevance of these changes.

Learner Dynamics

Leaning on the conceptualization of Hertzog and Nesselroade (2003), we propose that there
are three main ways in which relevant characteristics of a learner can vary: along an individual
developmental trajectory, in response to an intervention, as well as in short-term fluctuations.

Figure 2 depicts the fictional change of a single aptitude of two learners over time. This
aptitude could, for example, be learners’ metacognitive control skills. In the uppermost graph,
we can see the development over several months. Both learners show a gradual increase that
changes in steepness over time with certain periods of more pronounced development. We can
also see that there are clear differences between the learners in the measured level of the
aptitude at most time points.

As soon as we zoom in on a particular point in time and look at the development from day
to day, we can see that the value for the aptitude of both learners also shows a systematic
trend—this can be caused by instructional input or some other intervention, such as
changes in the environment of the learners. Learners react quite differently to the
same instruction and already simple interventions can have far-reaching consequences
for the development of specific aptitudes. These changes operate on a much smaller
timescale than the developmental processes outlined above (and need to be accompa-
nied by regular assessment to be correctly modeled).

By zooming in even further and looking at the processes within a specific day, we can see
that the value for the aptitude of both learners fluctuates. Even though one of them shows a
higher average performance, on specific tasks, he or she may perform far below the other. We
can also see that the amplitude and frequency of these fluctuations differ between people. A
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Fig. 2 Development of two fictional learners in a single aptitude over the course of months, days, and hours

high amplitude in intraindividual fluctuations of relevant aptitudes can lead to very unstable
performance patterns and indicates a need for instructional adaptations.

As can be seen in Fig. 2, obtaining an aptitude measure at a single point in time may be
influenced by all three dynamics, making it difficult to infer appropriate instructional adapta-
tions. By using repeated measures at different timescales, the teaching agent can identify if a
performance is typical, if an intervention was successful for a specific learner, or if a learner
needs additional assistance on a specific day. Particularly, if dynamics at the different time
levels are nonlinear (as in Fig. 2), a sufficiently dense temporal resolution of measurements is
necessary to capture them. In the following sections, we will have a closer look at how
knowledge about learner dynamics on different timescales can be used to inform instructional
decision-making.
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Learner Dynamics on the Macroscale

We define the macroscale as the timescale of months to years. The main driver behind learner
dynamics on the macroscale is developmental processes. Developmental processes are chang-
es in relevant learner characteristics that are part of the regular development of students. These
can be caused by maturation of brain structures, common environmental influences (such as
the onset of schooling), and potential interactions between them. The attainment of mastery in
a certain domain can also be conceptualized as a developmental process. These developmental
trajectories differ from person to person (and from characteristic to characteristic) in their
intercepts, slopes, and general shapes.

The performance on working memory tasks is a prime example of a developmental trend. It
is increasing rapidly roughly up to the age of nine for simple tasks and roughly up to the age of
thirteen for complex tasks (Luciana et al. 2005). Other characteristics show flatter develop-
mental trajectories. This is the case for most affective-motivational factors, which remain
relatively stable across the lifespan despite showing remarkable short-term variability (e.g.,
Rocke and Brose 2013).

In a learning context, the macroscale is the scale of higher-order goals, such as mastery and
skill acquisition. The most obvious example of instructional decision-making on the macro-
scale is the grade-based school system. In most educational systems, students get sorted into
groups according to their age, which then get assigned to specific curricula that are assumed to
be suitable for that specific age group. The underlying theory behind this grouping is that most
relevant differences between learners are developmental differences and that the shape of the
trajectories is relative consistent across learners. Some assumed cases of accelerated or
protracted development can easily be addressed by assigning children to slightly higher or
lower age groups (Dockterman 2018). The decision as to which skill or content to master is
often out of control of the single teaching agent, but the specific individual learning goal and
the optimal learning path towards that goal still need to be determined.

Most digital learning environments also try to guide learners to a specific, preset learning
goal and only come into play after the to-be-mastered content has been selected.

In laboratory settings, there also exists evidence for differential effectiveness of treatments
based on the age of the learner (see Breitwieser and Brod 2020).

Learner Dynamics on the Mesoscale

We define the mesoscale as the timescale of days to weeks. The main driver behind learner
dynamics on the mesoscale is intervention-induced changes. Intervention-induced changes describe
any changes in relevant learer characteristics that result directly from an intervention. Under a broad
definition, every instructional unit can be conceptualized as an intervention intended to modify the
domain knowledge of the learner. In a more specific sense, the fact that some characteristics respond
to targeted small-scale interventions opens up leverage points for teaching agents. Instead of
adapting instruction to a specific characteristic, teaching agents can choose to modify it to have a
better basis for subsequent instruction. A prime example of a characteristic that shows strong
intervention-induced changes is the strategy knowledge of learners (e.g., Ryan et al. 2008). With
short strategy trainings, learners can expand their repertoire of available learning strategies, which
can lead to increased learning gains at the domain level.

In a learning context, the mesoscale is the scale of instructional units—bundles of tasks,
explanations, examples etc. that can be processed in one session. Each instructional unit should
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present the next logical step towards the overarching learning goal and the difficulty should be
adapted to the learning progress of the particular student. If a particular skill or knowledge
component that would be required to proceed towards the learning goal is found to be missing,
an instructional unit targeting that component should be presented.

Most ITS track multidimensional domain knowledge in order to generate appropri-
ate instructional units (Nwana 1990), but there are also several examples of small-
scale interventions that are targeted at other characteristics that are identified as
relevant for learning, such as metacognitive skills (Aleven, Mclaren, Roll, &
Koedinger, 2006; D’Mello et al. 2012) or epistemic emotions (Lehman et al. 2013).
Formative assessment is also primarily operating on the mesoscale—the learning
progress caused by the previous instruction gets measured in order to better inform
subsequent instruction. This includes simple adaptations of difficulty and addressing
specific gaps in knowledge or skills of individual learners. Finally, there is a long
tradition of laboratory research showing the potential of utilizing the malleability of
characteristics such as metacognition (Eslami Sharbabaki 2013) or strategy knowledge
(Ryan et al. 2008) to increase domain-level learning gains.

Learner Dynamics on the Microscale

We define the microscale as the timescale of minutes to hours. The main driver
behind learner dynamics on the microscale is short-term fluctuations in relevant
characteristics. An obvious example of a characteristic fluctuating in value is the
affective state of a learner. The way we feel can change from moment to moment.
But even characteristics that are traditionally assumed to be stable traits, such as
working memory capacity, have been shown to manifest substantial intraindividual
variance, not just from day to day but even from moment to moment (Dirk and
Schmiedek 2016). These fluctuations happen over larger timescales as well, but their
relevance for educational decision-making mainly lies in the microscale.

This relevance is partially shown in classroom education, where the concept of
assessing and modifying students affective and motivational states on a day-to-day (or
even moment-to-moment) basis forms part of what has been called the “supportive
climate” dimension of good teaching (Fauth, Decristan, Rieser, Klieme, & Biittner,
2014). Teaching that fosters a supportive climate has been linked to increased student
engagement and achievement (Reyes, Brackett, Rivers, White, & Salovey, 2012).

There is also a growing base of research attempting to automate affect detection in
classrooms via facial recognition systems (Bosch et al. 2016; Dragon et al. 2008).
Studies on human one-on-one tutoring have likewise shown that expert tutors monitor
the affective states of their tutees and engage in pedagogical moves such as off-topic
conversation or positive feedback to counteract significant negative affect (Lehman
et al. 2008).

Additionally, there are several examples of ITS fine-tuning some part of their
content on a moment-by-moment basis, based on intraindividual fluctuations in affec-
tive, cognitive, or process variables. GazeTutor is using eye-tracking to detect bore-
dom and disengagement in learners and tries to reengage them via dialog/animation
and has been shown to increase learning gains compared with an equivalent system
without affect modeling (D’Mello et al. 2012). Help Tutor und Meta-Tutor are
tracking difficulties in metacognitive monitoring/control that the learner exhibits (such
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as inefficient help seeking) and offering prompts aimed at improving these behaviors
(Aleven et al. 2016; Azevedo et al. 2009). Most ITS are also providing feedback
during task processing that adapts to the specific errors and/or the solution path the
student has chosen (Koedinger et al. 2013; Vanlehn 2011).

A Dynamic Framework of Personalized Education

Taking into account these different learner dynamics and their relevance for learning processes
on the different timescales, Fig. 3 provides an updated version of Fig. 1 and highlights the
relevant instructional decision-making processes and opportunities for adaptations at each of
the different timescales.

In order for personalized learning to be effective, the general learning prerequisites (which
are influenced by the individual developmental trajectory and the current age) over all relevant
characteristics should be assessed as they inform the instructional decision-making on all
timescales. Information from this initial assessment can be supplemented and adjusted by
repeated measurements throughout the learning process.

The elements colored in red show the macroscale of personalization. The main instructional
decision to be made on that scale is the selection of an appropriate higher-order learning goal.
Progress towards mastery of that goal can be continuously measured and in case of stagnation,
instructional change can be implemented. This cycle of assessing the learner prerequisites,
setting a reasonable learning goal, and employing summative assessment practices to check
whether mastery was achieved (which influences the learning goals for the next cycle) is the
backbone of personalized instruction at the macroscale. As described above, decisions on the
macro level are often predetermined by context and thus difficult to truly personalize.
Nevertheless, adapting to student characteristics on the macroscale was historically one of

Learner
Characteristics Initial Assessment ————» Dynamic Student

On-fine

Assessment
Formative
Assessment e ~

Summative
\ ;
’ Losriog Com Instructional Design —»  Assistance Fluctuations ~ —»/ Leaming Progress —»(  Mastery

Fig. 3 A dynamic framework of personalization on three different timescales. Ellipses correspond to the learning
agent, boxes to the teaching agent
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the first steps from homogenous ability grouping towards truly personalized instruction
(Dockterman 2018; Lee and Park 2008).

Designing an instructional unit that falls in the zone of proximal development of the learner
and fits their individual learning prerequisites is the main instructional adaptation of relevance
on the mesoscale (colored in purple). As posited in Bloom’s mastery learning approach
(Bloom 1968), the teaching agent needs to measure the success of the instructional unit before
proceeding with the next one. Upon completion of the unit, there needs to be some assessment
of the learning gains and subsequent selection/design of the next unit (located in the zone of
proximal development and presenting a logical next step on the way to the high-level learning
goal). This cycle of presenting an instructional unit, measuring the learning progress with
formative assessment procedures, and then using that information to design the next instruc-
tional unit is the main way to personalize instruction at the mesoscale. An integral part of
designing personalized instructional units is “efficient” task selection. Personalizing task
selection based on predicted efficiency and learner preference has been shown to increase
training and transfer performance, respectively, when compared with yoked control groups
(Salden et al. 2006).

If we take a closer look at the processes within an instructional unit (colored in blue), we can see
that the main way that a teaching agent can adapt on this scale is by selectively giving or withholding
assistance. We define assistance as any action a teaching agent takes that facilitates progress in the
current task (e.g., error specific feedback, scaffolding, hints). It is important to note here that quicker
or easier task progress does not necessarily translate to increased learning gains. Studies on the
assistance dilemma (Koedinger et al. 2008) generally imply an inverted U-shaped relationship
between task difficulty (after assistance) and learning progress, where too little assistance can leave
the learner unable to make progress on the task, and too much assistance does not require the learner
to engage in the cognitive processes necessary for deep processing (and thus robust learning).
Studies on the expertise reversal effect (Kalyuga et al. 2003) also imply that, generally speaking,
extensive assistance should be provided if a task is new and difficult and then should be gradually
reduced as the learner gains expertise in that specific task. Besides this general trend, assistance
should also be given or withheld reactively, depending on fluctuations in relevant characteristics.
This means that if a learner is experiencing frustration, it might be advisable to increase the amount
of assistance for that specific task-step, regardless of the general amount of expertise displayed.
Assessing fluctuations in task performance or affective-motivational factors “on-line” (parallel to the
task progress) and reacting by giving or withholding assistance is the main personalization lever at
the microscale.

These adaptations of provided assistance can take many different forms, ranging from affective-
motivational (e.g., D’Mello et al. 2012) over metacognitive support (e.g., Azevedo et al. 2009) to the
provision of hints or error specific feedback (Koedinger et al. 2013; Vanlehn 2011).

Conclusion

This article summarized the key findings from three mostly distinct research traditions on
personalized education, synthesizing them into a comprehensive framework of personalized
instruction and highlighting the need for dynamic assessment. While there are examples of
successful personalization based on relatively stable pretest measures, empirical evidence and
conceptual considerations strongly point towards an advantage of dynamic modeling, at least
for those characteristics that show substantial intraindividual variance.
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Assessing such characteristics at a high frequency throughout the learning process provides
a variety of relevant information. It allows to separate individual characteristics at the macro,
meso, and micro levels. This way, estimates of presumably stable trait characteristics (e.g.,
aptitudes) may be measured with increasing precision as more observations are collected.
Also, individual differences in characteristics of observed learning curves, like learning rates or
asymptotes, may be parameterized, estimated, and used as prognostic information for further
learning processes that follow. Furthermore, the amount of intraindividual variability around
average levels or trends may provide useful information. For example, sustained strong
variability in task performance can give hints to instructors that the performance bottleneck
lies in a highly volatile characteristic, such as affect, motivation, or metacognitive control,
rather than in a stable (or monotonously increasing) characteristic such as domain knowledge.
Finally, information on how different relevant variables that show such variation are coupled
(i.e., correlated at the within-person level) within learners across time may be of diagnostic
value. For example, Neubauer et al. (2019) report that within-child fluctuations (within and
across days) in working memory performance are coupled with different dimensions of affect
for different groups of children. Inferring such learner characteristics directly from process data
may aid the on-line adaptation of learning circumstances to individual learners’ needs.

Other fields already lead the way towards dynamic modeling. In the field of
clinical psychology, there has been a similar push towards dynamic intraindividual
patient models instead of basing personalization attempts on interindividual difference
scores (Fisher and Boswell 2016). These allow a much better fit of the treatment to
the needs of the patient, as well as an easier adaptation of treatment parameters to
changes in the process. We argue that a dynamic conceptualization is also needed to
bring the science of personalized education (and ATI) forward.

This dynamic conceptualization undoubtedly brings with it an additional load for teaching
agents. They not only need to regularly assess relevant parameters but also have to use this
information to inform subsequent instructional decisions. This load can be partially
constrained by knowledge about which characteristics can be reasonably expected to vary
over which timescale and the educational relevance of this variance. The presented framework
serves as a starting point for such considerations. By mapping out the decision space for
teaching agents, we identified relevant kinds of learner parameters on each timescale and
provided some rough classification of the different levels of instructional practice that can be
adapted: goal setting, design of instructional units/task selection, and assistance. The proposed
framework further constrains the selection of both learner parameters and instructional param-
eters to those that are actually relevant on the specific timescale. It also provides a frame of
reference for the localization of future research questions regarding personalized education by
systematically differentiating between different kinds of learner dynamics, the learner charac-
teristics they apply to, and the instructional levers that can be manipulated.

There has been substantial progress in research on personalized education in recent years,
not just towards more precise measurement and conceptualization of aptitudes, but also
towards a systematic classification of instructional adaptations. Nevertheless, we are still a
long way off from being able to reliably describe adaptations at different timescales based
on learner characteristics. In most formative assessment studies, the instructional adapta-
tions are left up to the practitioners, providing almost no mechanistical information regard-
ing causes of the observed benefit. Most classical ATI studies only define the treatment in
very broad categories (learner vs. teacher driven, high vs. low structure material) and thus
fail to account for the complex nature of instructional practice. Most ITS studies are
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designed to only evaluate a complete “package” of adaptations (e.g., a system that tracks and
interacts with affect vs. one that does not), providing evidence for or against the usage of that
system but containing little information about specific adaptations. Future research needs to
better isolate specific treatment variables in order to study their effects on specific learners at
specific points in the learning process. Only then can we move to a truly evidence-based
practice of personalized education, be it in the classroom, the laboratory, or in a digital
learning environment.
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